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10 Kowmmo3unuonHbie METOABI aHAJIN3a JTAHHBIX

AHanu3 npocTpaHcTBa nNapameTpos
B 3aJa4vax BbiboOpa mynbTumoaene

Adyenro Aaexcandp Aanexcandposu’« aduenko1@gmail.com
Cmpuoicos Badum Burxmoposuu'? strijov@ccas.ru
'Mocksa, Mockosckmit busuko-rexnmaeckuit macturyr (I'Y)

2Mocksa, Boraucaurempsubiii nearp um. A. A. Joposuauupina PAH

PaccvarpuBaerca 3amatda BbIOOpaA MyJIbTUMOAEEH IIPH IOCTPO-
eHUM MoOJeeil B 3aJladax JBYXKJIAcCoBO# Kiaccudurarmmu. Myiib-
TUMOJIEIN SABJIAIOTCA WHTEPIPETUPYEMbIM ODOOIEHNeM CJIydas O/l
HOI MOJIEJIH, TIO3BOJISIONINM YIUTHIBATH HEOTHOPOJIHOCTU B JAHHBIX.
[IpusnakoBble TTPOCTPAHCTBA MOMAEIEH B MY/JbTHMOIEIN MOTYT HE
coBrazarb. Kpome TOro, MysibTUMOIE/b MOXKET COJAEPKATH DOJIBIIOE
4UCI0 OJIMBKUX MOJE/IeH, 9T0 BEJeT K HU3KOMY KAYeCTBY [POrHO-
3a W OTCYTCTBHUIO WHTEpIperupyeMoctu. /Iy permenus 3To# mpob-
JIEMBI MPEJJIaraeTcsi MeTOJl CTATHCTUYECKOTO CpPAaBHEHUs MOjeseit
JIJI TPOPEXKUBAHUS MYJIbTUMO/IE/U. BBOAUTCS TIOHATHE A eKBATHON
MYJIBTUMOJIEH, T.€. MYJbTUMOJIEIN, BCE MOJEIH B KOTODPOU SIBJisi-
I0TCS HOHMAPHO CTATUCTUYECKHU PA3IUIUMbIMU. JIjist CTraTuCTHIeCcKOro
CpaBHEHHsT MOJeJIell npejiaraercs BBeCTr (byHKIUIO DJIM30CTUH MEZK-
JIy aIrOCTEPUOPHBIMU DPACHIpPEIeIeHuAMI MapaMerpoB mogeneit. Ta-
Kasg QYHKIWSA TOJKHA OBITH OMPEIeeHa /I CAydasi Iapbl Pacipe-
JICJICHUI ¢ HECOBLAJAIOMIUMU HOCUTEJISMU, & TAKKE HEe Pa3/Indarb
JIBA PACIIPEJIETCHUs], OJHO U3 KOTOPbIX SBJISAETCH MaJTOUMH(MOPMATHB-
woiMm. [Tokazano, uro nquseprennus Kynbbaka—Jleitbiepa, paccrosnus
Jxencona—Illernona, Xennunarepa, bxarradapaita He yI0BIeTBODS-
ot 3romy TpeboBanmio. Ilpennaraerca dbyuknusg 6JU30CTH 11 Ta-
PBI PacCIpeIeieHuii, KOTopas y/I0BIeTBOPIeT 3TuM TpedboBanusm. Vc-
CJIEJIOBAHBI ACUMIITOTHYECKHE CBOWCTBA PACIPEIE/CHIs BBEICHHOM
dyskur OIM30CTH B yCJOBUSX UCTUHHOCTU THUIOTE3bI O COBIIAJE-
aun mogesieit. C mOMOIIBI0 CTATUCTUIECKUX CBONCTB PACIPE/Ie/IeHUs
BBEJIEHHOW (DYHKIINU OJIM30CTU MOy IEHBI OIEHKH HA, MAKCHMAJIHHOE
KOJIMIECTBO MOMAPHO PA3IUIUMBIX MOJIE/IEH B MYJIBTUMO/IE/IN I BbI-
60pku (bukcupoBaHHOrO paszmepa [1].

Pabora nognepxana rpanrom PODOU Ne14-07-31205.

[1] Adyenro A. A., Cmpuorcos B. B. CoBmecTHBI BEIGOp 00bEKTOB U IIpU-
3HAKOB B 33/[a9aX MHOTOKJ/IACCOBON KJIACCH(DUKAIMU KOJIJIEKITUN TOKY-

menros // NndokommyHnukanuonusie rexaonoruu, 2014. Ne 1. C. 47-53.

Maremarudeckue MeToabl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Features space analysis for multimodel selection

Aduenko Aleksandr'x aduenko1@gmail.com
Strijov Vadim'? strijov@ccas.ru
"Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

The problem of multimodel selection when constructing models for
two-class classification problem is considered. Multimodels are inter-
pretable generalization of the single model case which addresses data
inhomogeneity. Feature spaces may differ across the models. More-
over, a multimodel may contain a big number of similar models which
leads to poor forecast quality and lack of interpretability. The method
of statistical model comparison is suggested to address this problem.
The multimodel is called adequate if the models constituting the mul-
timodel are pairwise statistically distinguishable. The present authors
suggest to introduce a similarity function between posterior distribu-
tion of model parameters for model comparison. Such a similarity
function should be defined for the pair of distributions with diffe-
rent supports. Moreover, it should not distinguish the distributions
one of which is non-informative. It is shown that Kulback—Leibler
divergence, Jensen—Shannon, Hellinger, and Bhattacharaja distances
do not satisfy this condition. The similarity function which satisfies
the conditions is suggested. The asymptotic properties of similarity
function distribution in case the model true parameters are identical
have been obtained and proved. The usage of the suggested similar-
ity function for model comparison is illustrated with synthetic data.
Using the statistical properties of the introduced similarity function,
the upper and the lower bounds on the maximum number of pair-
wise distinguishable models in a multimodel for a sample of the fixed
size have been obtained. The lower bound is proved by providing
the method of construction of adequate multimodel of the necessary
size [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-31205.
[1] Aduenko, A. A.; and Strijov V. V. 2014. Joint feature and object selec-

tion for multiclass classification of documents’ collection. Infocommu-

nications Technologies 1:47-53.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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BbiuucnutensHo 3adpchekTnBHbie MmeToabl
Anst 00y4eHs1 MeTPUK 1 yCUJIEeHHbIE OLEHKN p1CKa
MeTpu4ecknx KsaccmpunkaTopos

Hoguna T'aaura Baadumuposna'« giofina@mail.ru
Maxcumos FOputi Baadumuposuw®>*

Munaes Andpeti Buxmoposuy' andrew@minaev.net
1

yurymaximov@iitp.ru

ITonsaxos FOputi Cepzeesuy polyakovyury@gmail.com
'Mocxsa, Mockosckmii busuko-rexauaeckuit macturyt (1Y)

?Mocksa, MucturyT mpobrem mepemadn mrdopmaruu PAH

$Mocksa, Mockosckuit busuko-rexmmaeckuii uacruryt (I'Y),
Jlaboparopus CTPyKTYPHBIX METOM0B AHAJIM3A JAHHBIX
B mpecKasareapaoM Momemmposannn (IIpeMoJ/Ia6)

4 MockBa, HaIlOHaIBHBI HCCIEI0BATEIbCKIH YHEBEpCHTET «BoIciras
LIKOJIA SKOHOMHKU »

Paccmorpena 3ama4da o0ydeHns METPUK B 33/1a9aX BHICOKOH pa3-
MEPHOCTH € OOJIBLIUM HYUCTIOM KjraccoB. QOCHOBHON MOTHUBAIMEH siB-
JIETCH yCUJIEHHE KA4ecTBa ajaropurM k-Osmmkaiiimmx coceneir u mo-
Ka3aTeJbCTBO YCUJIEHHBIX OIEHOK HA PUCK KJacCu(PUKATOPOB ITOrO
THIIA.

B peanpBIX 3a/a9ax pacrmo3HABAHUS BO3HUKAET €CTECTBEHHBIN
BbIOOD MEzKJLy CJI0ZKHOCTBIO (BDEMEHEM PelleHMs) 3a1a4u PAclo3Ha-
BaHUS U KAYECTBOM (TOYHOCTBHIO) PElleHus 3a/add TeM WM UHbIM
asiropurMoM. OCHOBHAS UJIEst HPEIaraeMoil KOHCTPYKIIUU COCTOMT
B TOM, YTO, YYUTHIBasg PA3MEPHOCTH 3aJa9M, KOJIUIECTBO KJIACCOB
¥ BHYTPEHHIOIO CTPYKTYPY 3a/Ia9l, MOXKHO YCUJIUTH W3BECTHBIE OIEH-
KU PUCKA U CKOPOCTH 0DyueHus KjaccuduKaTopa Jjisd MEeTOI0B THIIA,
OJIMKAMIINX COCEEH.

B paccmarpuBaemoil KOHCTDYKIMH 3a/a4a IIOCTPOEHHS OIITH-
MaJIbHOM METPUKH CBOJUTCH K 33/a49€ KBA/IPATUYHON ONTUMUBAINH,
JIJISE KOTOPOH MPE/I/IaraeTcs BhIIUCIUTEIHHO 3(DPEKTUBHAS TPOIETY-
pa, CKOPOCTH CXOAUMOCTH KOTOPO# 3aBUCUT OT MEePEINCIEHHBIX MTapa-
merpoB. Takxke mnpejcraBiieH Psiji IKCIEPUMEHTOB B 3a/a4aX PacCIiO-
3HaBaHus u306paxkenuit [1].

Pabora nognepxana rpanramu PODPU 14-07-31241 mon_a u 15-
07-09121 a.

[1] Iofina G., Mazimov Yu., Minaev A., Polyakov Yu. A new method for
learning similarity functions in high dimensional problems // Pattern

Recogn. Image Anal. 2015 (in press).

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Computationally efficient metric learning
with improved risk bounds

Iofina Galina'x giofina@mail.ru
Mazimov Yury>>* yurymaximov@iitp.ru
Minaev Andrey' andrew@minaev.net
Polyakov Yury' polyakovyury@gmail.com

!Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Institute for Information Transmission Problems
of the Russian Academy of Sciences
3Moscow, Moscow Institute of Physics and Technology (State University),
Laboratory of Structural Methods in Predictive Modeling (PreMoLab)

4Moscow, National Research University “Higher School of Economics”

The problem of metric learning for high-dimensional multiclass clas-
sification problems is considered. The motivation of the research is to
provide a k-nearest neighbor type algorithm that attains better risk
estimates.

For real-life practical problems, there is a natural trade-off be-
tween computational complexity of learning and quality /accuracy of
the algorithm. The main idea of the method is to take into account
the number of classes, dimensionality, and internal structure of the
problem.

In this paper, a novel algorithm is proposed for metric learning
in k-nearest neighbor algorithm with improved risk guarantees. The
algorithm leads to a quadratic optimization for which the authors
propose an effective numerical procedure whose complexity depends
on the parameters above. To support the algorithm, a series of ex-
periments with image classification problems has been proposed [1].

The work is supported in part by the Russian Foundation for
Basic Research, grant 14-07-31241 mol_a. The second author is also
supported in part by the Laboratory of Structural Methods in Pre-
dictive Modeling Department of Control and Applied Mathematics,
Moscow Institute of Physics and Technology, Russian Government,
grant 11.G34.31.0073.

[1] Iofina, G., Maximov Yu., Minaev A., and Polyakov Yu. 2015 (in press).

A new method for learning similarity functions in high dimensional

problems. Pattern Recogn. Image Anal.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Muoroknaccosasi mogenb POpMbl CO CKPbITbIMMU
nepemMeHHbIMU

Kupuanos Aaexcandp Hurxoraesunw' akirillov@cs.msu.ru
Taspuxos Muxaua Hzopvesu’ gavrmike@gmail.com
Jlo6auesa Examepuna Maxcumosra’x elobacheva®hse.ru

4

Ocoxun Anmon Aanerxcandposuw anton.osokin@inria.fr

Bempos Jmumpuiti Memposun®? vetrovd@yandex.ru
1MOCKBa, MocCKOBCKUII TOCyTapCTBEHHBIN YHUBEPCUATET

uM. M. B. Jlomonocosa, ®akymsrer BMK

2Mocksa, 000 «dmaexcs

3Mocksa, Hanponanbueiii ucciegosareabckuil yuusepeurer «Boicuras
LIKOJIa SKOHOMUKH», PaKyIbTeT KOMIBIOTEPHBIX HAYK

Tapux, SIERRA team, INRIA and Ecole Normale Supérieure

Mouesb dopmbt Bosbumana (SBM) u ee muorox/iaccoBblii Bapu-
aur (MSBM) s#BISI0OTCH MFeHEPATUBHBIMU MOJEIAMHU, ITO3BOJIAIONIUMI
3agaBaTb popMmy 00beKTa Ha H300pazKeHwH. MHOIMOKIACCOBasg MO-
JeIb 00aaaeT OOIbINeit BHIPA3UTEIHHOM CITIOCOOHOCTHIO, TeM OmHap-
Has, HO [Jisd ee 00ydeHus TpeOyIoTCd JAHHBIE C MOJHON MHOTOKJIAC-
coBoOil pa3zmerkoil. B mammHoit padore mpeaymoXKeH HOBBI aJrOpUTM
obyuenus MSBM, i npuMeHeHust KOTOPOro JOCTATOYHO HEIOTHON
Pa3MeTKu JAHHBIX, & MMEHHO: OMHAPHON PA3METKU U 3a/aHusd CeMSH,
YKa3bIBAIOIIMX TPUOIMKEHHOE PACHIoiozKeHne dacreii 00bekTos. Ce-
MEHA TPHU TOM MOTYT OBITH MOJIy9eHBI aBTOMATHYIECKU HA OCHOBE
HCIIO/IF30BAHUS JETEKTOPa dacTeit 00beKToB. B Teopernyeckoii gac-
T paboThl IpejcraBieHa rpadudeckas MOIeIb, 3a0aI0MAsd B3aUMO-
CBs3b MexJy mapamerpavu u nepemennbimu MSBM, 6Gunapuoit u
MHOI'OKJIACCOBOM PA3METKOil U CeMeHaMu, & TAKXKEe OIUCAHA OCHO-
Bannas na Heil EM-mogobnas mpomenypa obyuenus MSBM mo man-
HBIM C HEIOJIHOM pa3meTkoii. Ha sTame sKcnepuMeHTOB ITOKa3aHo,
aro MSBM, obydennas mpejioyKeHHBIM aJIrOPUTMOM, TPEBOCXOIUT
o kadectBy SBM u conocrasuma o kagecrsy ¢ MSBM, 00y 4enHoit
Ha JAHHBIX C IIOJIHOW pa3MeTKOMN.

Pabora mognepxana rpaarom POOU Ne 15-31-20596 u Microsoft
Research B pamkax mpoekta «(CoOBMECTHBIE HCCIETOBAHNS MO KOM-
nbioTepHOMY 3peHuio B Poccums.

[1] Kupuanos A.H., Laepukos M.H., Jlobauesa E.M., Ocoxun A.A.,

Bempos /[. II. MHuOrokmaccoBass MOAeb (hOPMBI CO CKPBITBHIMU IIepe-

mennbivuy // Mareexryansusie cucremst, 2015. T. 19. Bour. 2. C. 75—

95.

Maremarudeckue MeToabl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.



Compositional Data Mining Methods 15

Deep part-based generative shape model
with Latent variables

Kirillov Alexander! akirillov@cs.msu.ru
Gavrikov Mikhail? gavrmike@gmail.com
Lobacheva Ekaterina®« elobacheva@hse.ru
Osokin Anton® anton.osokin@inria.fr
Vetrov Dmitry"? vetrovd@yandex.ru

'Moscow, Lomonosov Moscow State University, Faculty of Computational
Mathematics and Cybernetics

2Moscow, Yandex

®Moscow, National Research University “Higher School of Economics”,
Faculty of Computer Science

“Paris, SIERRA team, INRIA and Ecole Normale Supérieure

The Shape Boltzmann Machine (SBM) and its multilabel version
(MSBM) have been recently introduced as deep generative mod-
els that capture the variations of the object shape. While being
more flexible, MSBM requires datasets with labeled parts of the ob-
jects for training. An algorithm for training MSBM using binary
masks of objects and the seeds which approximately correspond
to the locations of objects parts is presented. The latter can be ob-
tained from part-based detectors in an unsupervised manner. A latent
variable model and an EM-like (expectation-maximization) training
procedure have been derived for adjusting the weights of MSBM
using the deep learning framework. It is shown that the model
trained by the suggested method outperforms SBM in the tasks
related to binary shapes and is very close to the original MSBM
in terms of the quality of multilabel shapes. Also, it was found out
that the MSBM trained by new procedure significantly outperforms
the MSBMs trained with multilabel segmentations obtained by some
straight-forward heuristic procedure from the binary segmentations
and the seeds.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-31-20596, and by Microsoft Research, research ini-
tiative “Computer vision collaborative research in Russia.”

[1] Kirillov, A.N., Gavrikov M., Lobacheva E., Osokin A., and Vetrov D. P.

2015. Deep part-based generative shape model with latent variables.

Intelligent Systems 19(2):75-95.
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Arperau,vm ynopsAag0o4eHHbIX OUueHOK B LBeTHOM
wyme
Kpumosa Examepuna Aaexcandposna'x krymova@phystech.edu

'Mocksa, Mucruryr upobiem nepegaun undopmanuu PAH
*Mocxksa, Mockosckuii busuko-rexauaeckuit uacruryr (I'Y)

PaccmarpuBaercs 3aja4a BOCCTAHOBJICHNS (DYHKIIMU DPErpPECCHU
110 KOHEYHOMY 4ucJy HaOJI0AeHuil (PYyHKIUU B MAyCCOBCKUM IIyMe,
3a/IAHHBIX B KOHEYHOM 4YHUCJIE JIETePMUHUPOBAHHBIX TOYeK. Lakas
3a/1a4a TUIUYHA B HEIAPAMETPUYECKON CTATUCTUKE M OYeHb 4acTO
BCTPEYAETCS HA IPAKTHKE.

[Ipeamonoxkum, 910 MOMUMO HAOJIIOMEHUN (DYHKIIUU UCCIIEI0BaA~
TEJII0 3apaHee N3BeCTeH (PUKCUPOBAHHBIN HAOODP M3 KOHEYHOrO YUCIa
onenok pyuknun. Ha ocnose 3T0ro HabOpa O1eHOK TPedyeTCst IIOCTPO-
UTh HOBYIO OIEHKY, KA4€CTBO KOTOPOil ObLIO Obl CPABHUMO € HAUJIY Y-
nieit (B CMbIC/IE CPETHEKBAAPATUIHOIO PUCKA) OLEHKOMN U3 33JaHHOrO
MHOXKecTBa. [log Hammydrmeit onenkoit m3 3aJaHHOr0 MHOZKECTBA MO~
HUMAIOT OIEHKY, PHCK KOTODOH MHHHMMAaJIeH B 3a/IAHHOM MHOKECTBE
oreHOK. Takyto OIEHKY B JIATEPATYPE YACTO HA3BIBAIOT OPAKYJIOM,
TaK KAK €ro 3HAYCHUE UCCJAEIOBATEIIO HEM3BECTHO.

[Tosy4enbr HOBblEe OpaKyJ/ibHbIE HEPABEHCTBA (T.€. HEPABEHCIBA,
KOTODPBIE CBA3BIBAIOT PUCK METOd C PUCKOM OPAaKYJIa) JJId IKCIIO-
HEHIMAJIBHON arperanyun yropsiJ0ueHHbIX OIeHOK (DYHKIUH perpec-
CUM B [PEJIIOJIOXKEHUU PETEPOCKETACTUIHOIO IIIyMa, & UMEHHO: II1yM
LPE/II0JIArAeTCH KOPPEJIUMPOBAHHBIM (KOBADUALMOHHAS MATPULIA U3~
BECTHA) U JUCLEPCUs €r0 Pa3JIMuHa B Kax /101 Touke nabiouenus [1].

Pabora moanep:kana rpanTom PO®IU Ne15-07-09121.

[1] Krymova E. Aggregation of ordered smoothers in colored noise //

J. Mach. Learn. Data Anal., 2015 (in press). Vol.1. No.13. jmlda.

org/papers/doc/2015/JMLDA2015n013. pdf.
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Aggregation of ordered smoothers in colored noise

Krymova Ekaterina*x krymova@phystech.edu
'Moscow, Institute for Information Transmission Problems

of the Russian Academy of Sciences
2Moscow, Moscow Institute of Physics and Technology (State University)

The paper is devoted to the problem of recovery of one-dimensional
functions given a set of noisy observations. Suppose that in addition,
given a fixed set of a finite number of function estimates. Based on this
set of estimates, it is necessary to construct a new estimator, the risk
of which would be close to the risk of the “best” estimate (so-called
oracle) in a given set. The present author proves new oracle inequal-
ities for aggregation of regression function estimates in assumption
of heteroscedasic Gaussian noise, namely, correlated Gaussian noise
with different variances at each design point [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-09121.
[1] Krymova, E. 2015 (in press). Aggregation of ordered smoothers in col-

ored noise. J. Mach. Learn. Data Anal. 1(13). jmlda.org/papers/doc/

2015/JMLDA2015n013. pdf
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KombuHnpoBaHune oTHOWEHUI Nopsiaka
A151 BOCCTAHOBJIEHUS NpeanoyYTeHuns
Ha Habope obbekTOB

Kysneuyos Muxzaun Ilasaosurx mikhail.kuznecov@phystech.edu

Mocksa, Mockosckuit dusuxo-rexuugeckuii uacruryr (I'Y)

Pemmaercs 3a/a9a BOCCTAHOBJIEHUsI OTHOIIEHUS ITPEAIOYTEHUS
Ha Habope OOBEKTOB. 3aaHO MHOXKECTBO D), cocrosimiee u3 1m 00b-
€KTOB I1,...,T,. Ha MHONKecTBe D 3a/JaHO0 N OTHOIIEHUN IO/
K& 21,...,2n0 2j(xi, x) = I(x; 25 xx). 331200 nenesoe ornomenue
nopsanka zo(z;,xr). Tpebyerca no mMenmUMCa OMUCAHUAM OObEK-
TOB 21,...,Z%, BOCCTAHOBHUTDL IOJIHOE OTHOIIEHUE MOPAIKA, T.€. MO-
CTPOUTH OTOOpaAXKEHHE ¢ : & —> Y € R, yI0BIETBOPLIOIIEE YCIOBUIO
MOHOTOHHOCTH II0 BCEM Z1, ..., Zp, U OINTUMAJbLHOE BOCCTAHABJIMBA-
FOLLEE LEJIEBOE OTHOLLEHUE Z(.

s pelnenus 3aja4du oupeiesdercsa (PYHKIMsS IOT€Pb, OLKChI-
BAIOIAsA OTKJIOHEHWE OTHOIIEHUS MOPSIKA, 3a/aBaeMOro 0TOOparke-
HUEM (, OT IIEJIEBOTr0 OTHOMeHus zg. CTaBUTCs 3a4a9a ONTUMU3AIIT
dyHKIINT TOTEPH C OrPAHUICHUSIMU-HEPABEHCTBAMHY, 33 IA0IITUMH 10~
JIN3APaJIbHbIA KOHYC. JIjisl 1O/ YeHrs SBHOIO PELIEHUs] UCII0JIb3YyeTCsl
LIpE/ICTAaB/IEHIE KOHYCa, Yepe3 ero HopoxKatorue siemerrbl. [Tokaza-
HO, UTO MPH HEKOTOPBIX JOMOJHUTEIHHLIX OTPAHNYCHHUIX HA Mapa-
MEeTPBI MOJIEIN 3aa49a IPEICTaBIAeTcd B (hOpMe HEOTPHUIATEIHHOM
JIMHEHHOU perpeccum.

[Ipeiaraercs MeTo/ COKpalleHus [IPOCTPAHCTBA 1aPAMETPOB MO-
JIeJIM 11y TEeM KCIOJIb30BAaHUsA HEHTPAJIbHLIX TOYEK PACCMATPUBAEMbBIX
koHycoB. Ha ocmoBe meroja paspaboraH JABYXIIAroBBINH AJITOPUTM
BOCCTAHOBJIEHUS OTHOIIIEHUS PEIIIOYTEHNS HA MHOXKECTBE OObEKTOB.
Peanu3oBaH BbIYUCIUTENbHBI IKCIEPUMEHT, MOKA3BIBAIOMINI ITpe-
BOCXOJICTBO 1IPE/JIOZKEHHOIO MeTo1a Ha/l Oa3oBbiMu [1].

Pabora nopnepxkana rpanrom PODPU, npoekr obu_ m_ 2013
Ne13-01-12014.

[1] Kuznetsov M.P., Strijov V.V. Methods of expert estimations

concordance for integral quality estimation // Expert Syst. Appl., 2014.

Vol. 41. No. 4. P. 1988-1996.
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Combining order relations for estimating preferences
over the set of objects

Kuznetsov Mikhailx mikhail.kuznecov@phystech.edu
Moscow, Moscow Institute of Physics and Technology (State University)

A problem of estimating preference relation over the set of ob-
jects D = x1,..., 2, is considered. The objects of D are described
by the set of order relations zi,...,zn: zj(zi, xx) = I(x; =5 xk).
Also, a target order relation zo(x;, xy) is given. The goal is to recover
a full-order relation using the object descriptions z1, ..., z,, that is,
to construct a map ¢ : z — y € R satisfying the monotonicity condi-
tion on z1,..., 2z, and optimally estimating the target relation zy.

To solve the problem, a loss function describing difference bet-
ween the target relation zy and the relation defined by the map ¢
is introduced. The loss function generalizes the rank correlation no-
tion. The preference estimation problem is formulated in terms of loss
function minimization with inequality conditions, which define a poly-
hedral cone. To obtain an explicit solution, a finitely generated form
of the cone is used. It is shown that by using some additional re-
strictions on the model parameters, the problem can be reformulated
in terms of nonnegative least squares.

The author proposes to reduce model parameter space considering
central points of the cones. On the basis of this method, a two-stage
algorithm of the preference relation estimation over the set of objects
is developed. The computations showed supremacy of the proposed
method over the baseline [1].

The research is granted by the Russian Foundation for Basic Re-
search, ofi_m_201313-01-12014.

[1] Kuznetsov, M. P., and Strijov V.V. 2014. Methods of expert estima-

tions concordance for integral quality estimation. Expert Syst. Appl.
41(4):1988-1996.
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MHoroknaccosoe pacno3HaBaHne B NPOCTPaAHCTBE
npeacTaB/ieHN i C MHOrTOypOBHEBbLIM pa3peluieHnem

Janee Muzaua Muzatnosuy lange_mm@ccas.ru
I'anebnvixr Cepeetli Huronaesu wk sng@ccas.ru

Mocksa, Beraunciurenbustit nenrp nm. A. A. Toponuunpina PAH

[Ipuseseno 06001IEHIE MHOTOK/TACCOBOM MOJIE/TH PACIIO3HABAHUST
obpazoB 10 kpurepuio Osmrkaiimero cocega [1] ¢ yuerom orkasa
or kiaccudukannn. PaccmarpuBaercs Kiaaccn@uKaTrop Ha OCHOBE
CXEMbI CDABHEHUS C ITAJOHAMHU B IIPOCTPAHCTBE YHUBEPCAJIBHBIX JIPE-
BOBUIHBIX MPE/ICTABIEHUI 00pa30B ¢ MHOIOYDPOBHEBBIM DA3PEIIeHU-
em. Ha MHO2KECTBE HPEICTaBICHUI IOCTPOCHO CEMERCTBO MEP Pa3JIK-
qust 0OPA30B U pasAeadromux (MYyHKIUH, BBIYUCIAEMbIX HA TOCIEI0-
BaTEJIbHBIX YPOBHAX pasperneHus. Pazpaborana mporemsypa o0yde-
HUs, BKJIIOYAIONAsA OTOOD ITAJOHOB M BBHIOOD MTOPOTOBBIX 3HAYEHUI
pa3aensaomux (OyHKIHI, HCIOIb3YEMbIX [IJIs PEATN3AIUNA OTKA3A.

DD DEKTUBHOCTD KUCIIOJIb3YEMOH IPOLEypPbl 0DydYeHus [IPO/JIe-
moncrpuposana ROC-kpusbimu (receiver operating characteristic)
B tepmunax sasucumocru TPR (true positive rate) or FPR (false
positive rate), xapakrepuctukamu AUC (area under curve) u Hau-
MEHBIIMMI 3HAYEHHAMNI cy MMapHoii goau on6ok ((1-TPR)+FPR)/2,
JIJIS ICTOYHUKOB TOJIy TOHOBBIX W300ParKeHUl JIUI, TO/IIUCEH U YKec-
TOB PYKU [PU PA3JIMYHBIX YPOBHSAX PA3PELIeHUs .

[Tocrpoen permaionuii aIropuTM Ha OCHOBE ITapaMeTPUIECKOit
CTPATErwy IMOUCKA, B CETH STAJOHOB C MHOTOYPOBHEBBIM pa3perie-
HUEM, peaIU3yIoNieil mepapxudecKkuii u mepebOPHBI TTOUCK perre-
Hus. VIcmonb3ysd yKa3aHHbIE NCTOYHUKN M300PAXKEHUN U MPOIEIypPy
CKOJIB3SIIEr0 KOHTPOJIsl, BBIIOJHEHO TECTUPOBAHUE KJIACCH(DUKATO-
POB, OCTPOEHHBLIX ¢ OTOOpOM H 6e3 orbopa 3tanonos. s ykazan-
HBIX KJIACCU(DUKATOPOB MOJIY Y€HbI SKCIIEPUMEH TAJIbHBIE 3aBUCHMOCTH
JIOJTH OIIMOOK OT BBIMUCIUTEIHHON CJI0KHOCTH PEIIAIOIIEro aJrOpuT-
Ma [pY PA3JIAYHBIX 3HAYEHUAX MMapaMerpa CTPATErny MOUCKA.

Pabora nomnepxkana rpanramu POOU NeNe15-01-04671 u 15-07-
09324.

[1] JTawee M. M., I'anebnoiz C. H. DddexrTusHocTd nepapxuaeckoii Kiac-
cudukanuu B TepMUHAX COOTHOLICHWS KadecTBO—CJIoxkHOCTH // Ma-
muHHOe O0yvenue u anaaus gansabix, 2014. T.1. Ne8. C.1126-1136.
jmlda.org/papers/doc/2014/JMLDA2014no8. pdf.
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Multiclass pattern recognition in a space
of the multiresolution representations

Lange Mikhasil lange mm@ccas.ru
Ganebnykh Sergeyx sng@ccas.ru

Moscow, Dorodnicyn Computing Centre of the Russian Academy
of Sciences

The paper contains a generalization of a multiclass pattern recogni-
tion model [1] which decision rule is added by rejection. A classi-
fier that is based on comparing a submitted pattern with class se-
lected templates in a space of the universal multiresolution object
representations is developed. In a set of representations, dissimilarity
measures and the measure-based discriminant functions in sequential
resolution levels are defined. A learning procedure that consists in se-
lecting the templates and estimating the rejection thresholds is devel-
oped. An efficiency of the used learning procedure is shown by ROC-
curves (receiver operating characteristic) in terms of TPR (true pos-
itive rate) and FPR (false positive rate) relations as well as by AUC
(area under curve) values and minimal error rates ((1-TPR)+FPR)/2
that are obtained for sources of grayscale images of faces, signatures,
and hand gestures taken in the sequential resolution levels. A decision
algorithm that is based on a parametric strategy yielding hierarchical
and exhaustive search for the decision in a multiresolution network
of the templates is constructed. Using the above sources of the pat-
terns, a cross-testing scheme is performed for two classifiers, partic-
ularly, with selecting and without selecting the templates. For these
classifiers, experimental dependences of the error rate on a computa-
tional complexity of the decision algorithm are obtained by varying
a parameter of the search strategy.

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-01-04671 and 15-07-09324.
[1] Lange, M., and Ganebnykh S. 2014. An efficiency of hierarchical classi-

fication in terms of fidelity-complexity ratio. Mach. Learn. Data Anal.

1(8):1126-1136. jmlda.org/papers/doc/2014/IMLDA2014no8. pdf.
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Anroputm npmnban>keHHOro novncka bavkanwero
ungpoBOro MaccMea Ha MHOXeCTBe
nupamungasbHbIX NPeACTaBAEHUA AaHHbIX

Janee Muzaua Muzatinosux lange_mm@ccas.ru
I'anebnvixr Cepeetli Huronaesuw sng@ccas.ru
Janze Andpeti Muxatnrosur lange_am@mail.ru

Mocksa, Beraunciurenbusiii nenrp nm. A. A. Toponuunpina PAH

[Ipemioxken anropurM npubJIMZKEHHOIO IIOUCKA HA MHOXKECTBE
P POBBIX MACCUBOB, 3aJaHHBLIX M-MepHbIMU Kybamu u3 N 3jte-
MEHTOB, O/IMKANIIero mpejCcTaBuTeNs K I[PEeIbIBIAeMOMY MaCCHBY
IO eBKJIN0BON Mepe. VI3BecTHbIE aJropuTMbl MOUCKA, HA, MHOYKECTBE
BEKTOPOB €BKJIM0BA TPOCTPAHCTBA pa3mepHocTH d > 1 BeKTOpa, OT-
CTOSIIErO OT NPEIbBAIEMOro Ha paccrosuue me 6omee (1 + &) Dy,
e Din — paccTosame /10 OJTHKANRIIero mpeacTaBuTessd, a € > 0 —
JIOILyCTUMOE OTKJ/IOHEeHHE, uMeoT c10KHOCTb O(cq - logn) upu 6osb-
0¥ MOIITHOCTH 70 MHOYKECTBA BEKTOPOB W (PUKCHPOBAHHBIX d U €.
Koncrantra ¢4 pacTeT KCHOHEHIUAIBHO C yBeaudeHueM d WU HOJIH-
HOMHUAJIBHO C YMEHBIIIEHUEM £, YTO OTPAHUIUBACT TPUMEHEHIE TAKUX
anropurmoB i caydas d = N™ upu N > 10 u m > 1 u, B gacr-
HOCTH, JIjIsI H300PazKeHuit OOJIBIITOrO pa3Mepa.

[Ipemyraraembprit aJrOpUTM KCHOJIB3yeT MHPAMUIAJBHBIE IIPEJI-
CTaBJICHUS MACCHBOB C MHOIOYPOBHEBBIM PA3PEIICHUEM W NE€PAPXUIe-
CKYIO CTpATErnio IOoNcKa Ha MHOXKecTBe npescrasienuii [1]. IIpu dbuk-
cupoBanuoM m u 6osbmom N 1OJIydeHA ACUMITOTHYECKAs OIEHKA
O(N~"log N) noiu BBIMUCIUTENTBHOMN CIOKHOCTH HEPAPXUIECKOTO
AJIrOPUTMa OTHOCUTEIBHO CJI0ZKHOCTH AJITOPUTMA IIOJHOTO 11epedopa.
Jlia MHOXKECTBa M300paKeHWi PyKOMHUCHBIX Iudp pasmepa 32x32
(N =32, m=2,n=>50000) B pexkuMe CKOJIb3AIIEr0 KOHTPOJIS 10~
CTPOEHA 3aBUCUMOCTD CPEIHEro 3HAYEeHUs BEJUIUHDL € OT J0JIU CJI0XK-
HOCTHU HMEPAPXUHYeCKOr0 AJrOPUTMA OTHOCUTEIHHO CJIOZKHOCTHU aJIro-
purMma nepebdopa.

Pabora mogaepxana rpartavMu POOU Ne 15-01-04671 u Ne 15-07-
07516.

[1] Lange M.M., Stepanov D.Yu. Recognition of objects given by
collections of multichannel images // Pattern Recogn. Image Anal.,

2014. Vol. 24. No. 3. P. 431-442.
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Algorithm of approximate search for the nearest
digital array in a set of pyramidal data representations

Lange Mikhailx lange mm@ccas.ru
Ganebnykh Sergey sng@ccas.ru
Lange Andrey lange_am@mail.ru

Moscow, Dorodnicyn Computing Centre of the Russian Academy
of Sciences

Given a set of m-dimensional cube-based digital arrays of N™ ele-
ments, an algorithm of approximate search in the set for the nearest
neighbor of a submitted array is suggested. For the Euclidean vec-
tor space of dimension d > 1, the known algorithms of approximate
nearest neighbor search for a vector with a distance not more than
(14&)Dmin (Dmin is the distance between a submitted vector and its
nearest neighbor and € > 0 is the admissible value) possess a com-
putational complexity O(cq, logn) subject to a large value of the set
cardinality n and fixed d and . Here, ¢4, grows exponentially in in-
creasing d and polynomially in decreasing e. So, this factor limits
application of these algorithms in case of d = N™ and N > 10,
m > 1, and, particularly, for images of large size.

The developed algorithm uses pyramidal multiresolution repre-
sentations of the arrays and a hierarchical search strategy in the
given set of the representations [1]. In case of fixed m and large N,
an asymptotic estimate O(N~™log N) is given that yields a ratio
of complexities of the hierarchical and exhaustive search algorithms.
Using one time two fold cross-validation scheme for a set of hand
written digit images of size 32x32 (N = 32, m = 2, and n = 50000),
a mean value € as a function of the ratio of the complexities of the
hierarchical and exhaustive search algorithms is estimated by varying
a parameter of the hierarchical search strategy.

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-01-04671 and 15-07-07516.

[1] Lange, M. M., and Stepanov D. Yu. 2014. Recognition of objects Given
by collections of multichannel images. Pattern Recogn. Image Anal.
24(3):431-442.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



24 Kowmmo3umuonabie METOABI aHAJIN3a JTAHHBIX

MHoroknaccoBoe pacrno3HaBaHune B 00abLnx
MaccuBax OaHHbIX

Manenuwee Anmon Anexcandposuy'x malenichev@mail.ru
Kpacomxuna Oavea Bauecaaeosna' o.v.krasotkina@yandex.ru
Mommav Badum Bauecaasosus® vmottl@yandex.ru

! Tyna, Tyabckuii rocylapCIBeH b yHUBEPCHTET
2Mocksa, Boramciuremsmbii mearp um. A. A. JTopogmumpsima PAH

Bo muorux o0siacrsx TEXHUYECKHX U €CTEeCTBEHHO-HAYYHDBIX MC-
CJIETIOBAHUN 9aCTO BO3HUKAET IIPOOIeMa MHOTOKJIACCOBOM Kaaccuu-
KallMU JTaHHBIX C yYUTeJIeM IPH YCJIOBHUU, 4TO pa3mep obydaroleit
COBOKYITHOCTH JIOCTATOYHO BeJHK. VIMeromyecss B JTaHHBIH MOMEHT
MEXaHU3MbI 00yUeHus 00 00IAIAIOT CIAUMIKOM OOJIBITOI BHIYUC/IU-
TEJIbHON CJI0KHOCTBIO, ITOOBI IMPOU3BOMUTH 00yUeHME HA OOJIbIINX
MAaCCUBAaX JAHHBIX, JUOO MPUHIIUIIAAILHO CIIOCOOHBI pabOTATH JIUIID
C IByMs KJjlaccaMmu. Bosiee TOro, B HEKOTOPBIX 3a/a4ax Tpedyercs He
TOJIBKO YKa3bIBATh CAMBIHl MPEIIOYTUTEIbHbII KJIaCC HOBOI'O IMOCTY-
MUBIIEro 00beKTa, HO U yKa3bIBATh AllOCTEPUOPHbBIE BEPOSTHOCTU €0
OTHECeHHs K TOMY WJIA MHOMY KJIACCY.

Unesa paboTbl 3aK/II0UAETCS B MOCTPOEHUM MeEXaHU3Ma, OIHpa-
IOLIEroCs HA XOPOIIO U3BECTHYIO 33a/1a4y JIBYXKJIACCOBOH Kiaccudu-
KallMU C HaJIO’KEHHeM Ha Hee TPeDOBAaHMS HEYeTKOCTH PEIIaioliero
npasuia. [Ipesaraercs ucromb30BaTh METO, MHOTOKJIACCOBOTO PaC-
1103HaBaHusd 00Pa30B, OCHOBAHHbBIN HA METOJIE JIBYXKJIACCOBON Kjac-
cudpukanyuyu ¢ HEYETKUM DPelaroiuM IPABUIOM. lakas IOCTaHOBKA
3a/1a41 CIIOCOOHA Y MEHbIIUTD BbIYUCIUTEbHYIO CJIOZKHOCTD JI0 CJIOZK-
HOCTH, OJIN3KOI K JIMHEHHON 1O Kon4decTBY 0ObekToB. Takxke oHa
BBITO/IHA TE€M, UTO CYNIECTBYET BO3MOYKHOCTD JIJIsI PACHAPAJLIETINBA-
HU4 BBIYUCJICHNN Ha MHOT'OIIPOIIECCOPHON MalllMHe WX 3arpy3KOoi nc-
XOIHO# 00y 4aronieil COBOKynHocTu B namatb 9BM no wacrsam, coor-
BETCTBYIOIMM KaK /10l 11ape KJiaccos [1].

[1] Malenichev A., Krasotkina O., Mottl V. Multiclass learning in big
data // J. Mach. Learn. Data Anal., 2015 (in press).

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Multiclass learning in big data
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Mottl Vadim? vmottlQ@yandex.ru
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2Moscow, Dorodnicyn Computing Centre of the Russian Academy
of Sciences

In many fields of engineering and scientific research, there exists
a problem of supervised multiclass classification for big data. Cur-
rently available learning mechanisms have too big computational
complexity to produce learning on big data or principally able to work
with only two classes. Moreover, some problems require not only to in-
dicate the most preferred class of new incoming object, but also in-
dicate the posterior probabilities of its assignment to a particular
class.

The focus of work is to construct a mechanism that relies on a well-
known two-class classification task with adding to it the fuzzy decision
rule requirements. So, the authors propose to use the method of mul-
ticlass pattern recognition based on two-class classification with fuzzy
decision rule. This formulation of the problem can reduce the com-
putational complexity close to linear by the number of objects. It is
also advantageous because of the possibility for parallel computing
on multiprocessor machine as well as in the ability of downloading
the learning dataset in a computer memory by portions that corres-
pond to each pair of classes [1].

[1] Malenichev, A., Krasotkina O., and Mottl V. 2015 (in press). Multiclass
learning in big data. J. Mach. Learn. Data Anal.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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2Mocksa, HalmoHa bHbIl Hccie oBaTe/IbcKuil yausepeurer «Boicurast
LIKOJIa Y9KOHOMUKU »

B 3agavax kimaccudukanun ¥ perpeccuu 9acTo BO3HUKAET TPO0-
JleMa, 0TOOpa PeIeBAHTHBIX TPU3HAKOB. OIHUM W3 TOIXOI0B I Pe-
[IEHUs ITOH TPOOIEMBbI ABJISIETCsT DAFECOBCKUIT MOIX0/T K BHIOOPY MO-
JleJid, OCHOBAHHBI HA MAKCUMU3AIMK TAK HA3bIBAEMOW OOOCHOBAaH-
HOCTH. DTOT MOJXOJ JIEKUT B OCHOBE MAIIMHBI PEJIEBAHTHBIX BEK-
TOpOB, pemioxkenHo#t Tunmuurom B 2001 r. Maruna pejeBaHTHBIX
BEKTOPOB IO3BOJIAET OTOWpPATh MPU3HAKKA B 3a7a9aX PErpeccuu u
kiraccupuKauu, a B Ka4ecTBe alPUOPHOIO PACHPEIe/IeHns Ha I1a-
paMeTpbl MO/IEIN UCIIOIb3YeTCsd HOPMAJIbHOE PACIIPE/IEICHHE.

ABTOpPBI IpeTAraloT MAIUHY PEJIEBAHTHBIX TErOB JIJis PEIleHUs
3aza4un OGuHapHOil Kjaccudukanuu ¢ OUHAPHBIMU MpU3HAKaMu (Te-
ramMu) U orOOpa PEJIeBAHTHBIX TEroB. lIpejjioXKeHa HOBas BEpPOSAT-
HOCTHAs MOJIEJIb, [JI€ B KAYECTBE AlIPUOPHBIX PACIIPE/IEICHII HCITOIb-
3ytorcsa Oera-pacipe/iesieHus, KOTOPbIe, 110 MHEHUIO aABTOPOB, JLy4llle
[OIXO/IAT B Ciydae OMHAPHBIX NPU3HAKOB. TaKrKe [PEeJJIozKeH Ipu-
OJIMKEHHDBINT METO/T BBIBOJA B MOJIY9IEHHONW MO/IEIN, OCHOBAHHDIN HA,
r7100aJIbHBIX BAPUAIMOHHBIX OIEHKAX. DKCIIEPUMEHTAIHHO MTOKA3AHO,
9TO MPEJJIOKEHHAsT MOJIEb PADOTAET HE XyIKe MPEIbLIYIINX M0IX0-
208 [1].

Pabora nonpepzxana rpanrom POOU Ne 15-31-20596-m001_a_ Bes,
a rakzke rpantamu Microsoft Research, research initiative: Computer
vision collaborative research in Russia, Skoltech SDP Initiative,
applications Al and A2.

[1] Moawanos /. A., Kowdpawrun J. A., Bempos /. II. Mamuna peJe-

BauTHbIX Teros // Mammnnoe obyuenue u ananu3 ganubix, 2015 (B we-

garu). T. 1. Ne13. jmlda.org/papers/doc/2015/JMLDA2015n013. pdf

Maremarudeckue MeToabl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Relevance tagging machine
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The task of relevant feature selection arises in many classification and
regression problems. One approach to address this task is Bayesian
approach to model selection which is based on evidence maximization.
Relevance vector machine (Tipping, 2001) is based on this approach.
Relevance vector machine is successfully used to perform feature se-
lection in classification and regression problems, it uses multivariate
normal distribution as a prior to model parameters.

In this work, relevance tagging machine which is able to solve
a binary classification problem with binary features (tags) is sug-
gested and also, relevant feature selection is performed. A probabilis-
tic model, in which beta distributions are used as priors, has been
proposed that seems more reasonable than normal distributions in
case of binary features. Also, an approximate inference algorithm
based on global variational bounds has been suggested. An experi-
mental investigation shows that the presented model is comparable
to the previous state-of-the-art methods [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant #15-31-20596mol-a-ved, Microsoft Research, research
initiative: Computer vision collaborative research in Russia, Skoltech
SDP Initiative, applications A1l and A2.

[1] Molchanov, D., Kondrashkin D., and Vetrov D. 2015 (in press). Rele-
vance tagging machine. J. Mach. Learn. Data Anal. 1(13). jmlda.org/
papers/doc/2015/JMLDA2015n013. pdf

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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OueHka obbema BbIOOPKK B 3aga4vax
knaccucukaumn

Mompenxo Anacmacus ITemposHax
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Mocksa, Mockosckuit dusuxo-rexuunyeckuii uacruryr (I'Y)

UccnenoBanne HAPABIEHO HA PEIIEHUE TPOOJIEMbI BEIOOPA MOIe-
Jreit mpu Kjaccupukanuy BIOOPOK MaJjioi momtaocTu. /Is Beibopa
OITUMAIBLHON MOJIEJIH [IPEJJIAraeTcs MOy IUTh ONEHKY HEODXOMUMO-
ro obbema BeIOOpKHU. Perenue mocrtaB/ieHHON 3a1a91 aKTYaJbHO JIJTst
AHAJIM3A JIAHHBIX MEJMIUHCKUX uccieoBanuii. B yacrunocru, noiaxoe
U3MEpPEHNe NMMYHOJIOTHIeCKUX DMOMaPKEPOB TMAIMEHTA, ABJISETCS 10~
POTOCTOSAIIINM, YTO BJIEYET CJIO2KHOCTH COOpPa, BHIDOPKHU JOCTATOTHOMN
MOIIHOCTH JIjisl IPUHSATUS PEIICHUI O KIACCHDUKAIMN TAIUEHTA.,

CyrecrByiolnge MeTobl OleHKn 00beMa BbIOOPKU HE HPUHUMA-
10T B y9er MOJEJIb, UCIOJIb3YEMYIO [IPU PEIICHUH 344491, 9TO BJIeYeT
3a co0oii 3aBbIIIeHNE MOJIyIaeMbIX OIeHOK. [Ipeiaraercsa BKIOINTH
MO/IEJTb B TIPOIEIYPY OIEHUBAHUS 00bEeMa BBIOOPKH: 00BEM BHIOOPKH
OIEHMBAETCH MyTeM aHajn3a (PYHKIUKA PACIPEISICHUS TapaMeTPOB
mojiesu. [Tapamerpbl GyHKIMK ILIOTHOCTU PACHPEIEJCHIsS JIAHHbIX,
OIIEHUBAEMbIE 110 BBIOOPKE, JIOJIZKHBI OBbITH YCTOWYUBBL OTHOCHTEJIb-
HO HEDOJIBIUX BO3MYINEHUN cocraBa BeIOOpKu. Ilpemmaraercs cuu-
TaTh 00beM BBIOOPKH 1M MOCTATOYHBIM, €CJIH TOABBLIOOPKH TaHHOTO
obbemMa m U3 PacCMaTPUBAEMOrO PACIIPEIe/IeHUsi Oy/IyT OTHECEHBI
HEKOTOPbIM KpurepueM K ogHomy pacupepeienuto [1]. dus cpas-
HeHus O0/BBIOOPOK Bbluucigerca paccrogaue Kynbbaka—J/leitbiepa
MEK/JLy AllOCTEPUOPHBIME PACIIPE/ICTIEHUSIME [IAPAMETPOB, OIIEHEHHbI-
MU HA JAHHBIX OJBBIOOPKAX, BBOAUTCA CTATUCTUYCCKUN KPUTEPUil
MPUHAJIE?KHOCTA JBYX MMOABHIOOPOK OIHOMY paCHpeneneHuio. Tak
KaK IIOJIyYa€Mble OLEHKH 3aBUCAT OT BbIOPpAHHOM Mojiesu Kiaccudu-
KAIlUU, [IPeJIaraeMblil METOJ| OIEHKH 00beMa BbIOOPKH IIO3BOJISIET
OIIEHUTD, SBJISETCs JIU JAHHBIT 00beM BbIDOPKH aeKBATHBIM [IPUMe-
HAEMOMY MEeTOY KJacCu(DUKAIUN.

Pabora moanep:xama rpanTom POD®IU Ne 15-37-50323.

[1] Motrenko A., Strijov V., Weber G.-W. Bayesian sample size estimation

for logistic regression // J. Comput. Appl. Math., 2014. Vol. 255.

P. 743-752.
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Sample size estimation in classification problems

Motrenko Anastasiax anastasiya.motrenko@phystech.edu

Moscow, Moscow Institute of Physics and Technology (State University)

The aim of the study is to propose a model selection strategy in
classification of small sample sets. The task is to estimate the sam-
ple size and select the optimal classification model on the basis of
a small multivariate sample. Solving this problem is essential in anal-
ysis of biomedical data, such as immunological data, where costs of
full examination of one patient can be high, which hampers obtaining
sufficient samples for solving classification problem.

Existing methods of sample size estimation usually do not con-
sider classification model, which leads to overestimation of sample
size. It is proposed to include the model into the sample size es-
timation process via analysis of model parameters’ probability dis-
tributions. To obtain adequate classification results, these distribu-
tions should be stable against subtle sample set variations. The au-
thor compares subsamples, computes Kullback—Leibler divergence be-
tween parameters’ posteriori distributions, and declares sample size
m sufficient, if subsamples of this size m are considered to pertain to
the same probability distribution [1]. A statistical test for the two-
sample problem, based on Kullback—Leibler divergence, has been in-
troduced. Since the estimations, obtained by this way, depend on the
chosen model, the proposed method allows to define if the current
sample size is sufficient for a particular classification model.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-37-50323.

[1] Motrenko, A., Strijov V., and Weber G.-W. 2014. Bayesian sample size

estimation for logistic regression. J. Comput. Appl. Math. 255:743-752.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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K Bonpocy 06 3chdekTtnBHocTn bycTtnHra B 3agade
knaccucukaumn
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Hosocubupck, Uucruryr maremaruku um. C.JI. Cobonesa CO PAH

Uccnmeayrorcs npuaunbl BHICOKOH 3 (HEKTUBHOCTU METOI0B, OCHO-
BAHHBIX HA, KOMIIO3UIIAAX PENIaomuX (pyHKINi, B 4aCTHOCTHA OYCTUH-
ra. [lokazamo, 9T0 OFHOI U3 TJIABHBIX MPUYUH TaKOi 3 deKTuBHOCTH
MOZKET OBITH HCIIOJb30BaHue PPHeKTa HE3ABUCHMOCTH IEPEMEHHBIX.
Jtst BeIgB/IEHES OCOOEHHOCTEH METO/1a, UCCIIeIYeTCs ero paboTa HeIo-
CPEJICTBEHHO Ha pacnpejesenusx. [IpoBoauTcss cpaBHEHUE AINIPOK-
cuMupyIoIei cnocobnocTu Oycrurra u ciiaitaos. Takske mokaszana
CBsA3b CJ0YKHOCTH KOMIIO3HUIIUHU C JOCTUKUMON BETUIUHON OTCTYTIA.

B nacrosiiee Bpems MCHOJIB30BAHUE METOIOB HOCTPOCHUS Pelia-
oUX QyHKIMA, OCHOBAHHBIX HA, KOMIIO3UIIUSX, SIBJISETCH €/IBA JI HE
HEOOXOAMMBIM YCJIOBHEM JIJIsl YCIEMIHOIO PEIIEeHUs [PAKTUIECKIX 3a-
mad. Tem He mMenee, 0 CHX TIOP OCTAETCS OTKPBITHIM BOIPOC: 38, CYET
9€ro KOMIIO3UIUH, B 9ACTHOCTH OYCTUHT, 339aCTYIO IIPEBOCXOIAT JIPY-
e MeTObI

B kauecrse obocnoBanus (06bsacuenust) sdpdexrusuocru Gycrun-
ra 9acTo HPUBOIUTCH YTBEPZXKICHHE, YTO OYCTHHD MAKCUMU3UPYET OT-
CTYI, a B CHJIy W3BECTHOW OIEHKHU, 9eM OOJIbIIE€ OTCTYI, TEM MEHb-
e TpernoaraeMas BEpOsiTHOCTh OmuOKu. /laXke ecju COriacuThCs
C 9TUM YTBEPKIEHUEM, CJIEYeT 3aMETUTh, YTO OHO €Ile He O0bACHS-
er, modemy OycTuHr 3(PQEKTUBEH [IPH PEIICHUH IPAKTUIECKAX 3a0a4,
a (haKTUYECKH JIUIIb 3aMEHSET STOT BOIPOC BOILPOCOM, IMOYeMy Oy-
CTUHD yBEJIUYIUBACT OTCTYIL.

[Ipu 3TOM, KaK OKa3bIBAETCsI, OYCTUHT TAJIEKO HE BCET/1a YBEJINdr-
BAET OTCTYI. DKCIIEPUMEHTHI TOKA3BIBAIOT, 9TO B HEKOTOPBIX 33,a9aX
pacipejiejieHie OTCTyHa ¢ POCTOM KOMIIO3UIIUU MEHSETCs HEMOHO-
TOHHO; 6oJiee TOro, cpesnuii orcTyll (HOPMUPOBAHHDBINA) MOKET UMETH
TeHJIEHUMIO K yMeHblienuio [1].

Pabora mognepxana rpaarom PODU Ne14-01-00590.

[1] Hedeavro B. M. K Boupocy 06 sdpdexkruHOCTH OycTHHra B 3a1ade

knaccudukanun // Cubupckuil )KypHas 9UCTOH U IPUKJIAIHON MaTe-
maruku, 2015. T. 15. Bour. 2. C. 72-89.
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On performance of boosting in classification problem
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of the Russian Academy of Sciences

The work provides some new explanation of effectiveness of the boo-
sting methods. The main reason why boosting makes good decision
functions on real world tasks is that the boosting utilizes some pat-
tern of feature independence. Also, margin-based risk estimates are
discussed with relation to boosting and it is shown that margin de-
pends on complexity of composition.

Usually, the performance of boosting methods is explained via
margin-based risk estimates: boosting typically increases margin, and
the bigger margin the lower risk estimate. However, it was found that
margin (after normalization) can decrease when composition grows.

Since margin maximization is not an immanent property of boo-
sting, an effectiveness of boosting cannot be fully explained via mar-
gins theory only. As an important cause of boosting accuracy, feature
independence pattern has been suggested [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-01-00590.

[1] Nedelko, V. 2015. On performance of boosting in classification problem.
Siberian J. Pure Appl. Math. 15(2):72-89.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Mocksa, Hanuonaapabiil uccieqoBarebekuil yausepeurer «Bpicinast
ITKOJTa, SKOHOMUKH »

BepositHocTHbIe rpadutdeckue MOAETH SBIAIOTCA YAOOHBIM HH-
CTPYMEHTOM JIJId PelIeHus 33/1a49 B TAKUX 00J1acTsaX, KAK KOMIIbIOTEP-
HOE 3peHue, MAIMMHHOe O0ydYeHWe, aHaJIU3 COIMAJIbHBIX CeTell u Jp.
CoBMecTHOE pacIpe/e/ieHne JUCKPETHBIX MMePEMEHHBIX MOXKHO 3a-
JlaTh 4€Pe3 MHOIOMEPHbIl MacCuB (T€H30p) HEHOPMUPOBAHHO BEPO-
araoctu. B pabore nperaraercs HOBBIR HOIXO/ Jjisi PaDOTBHI C Be-
POATHOCTHBIMU I'PADUIECKUMEU MOJE/ISMEU, OCHOBAHHBIN HA HE/IAB-
HO TIPEJJIOXKEHHOM pasJioxkenun terzopuoro mnoeszna (Tensor Train,
TT). Paznoxenue TT 1103B0JIsIeT XPAHUTD TEH30D B KOMIIAKTHOM BH-
Je u 3 dEeKTUBHO TPUMEHATh K HEMY OMEpAIiy JINHEHHONW aJredphl.
B pmannoit pabore mpeiozKeHn MeTO[I Jjisi IEePEBOA TEH30POB HEP-
I'UU ¥ HEHOPMHUPOBAHHOM BEPOATHOCTA MAPKOBCKOIO CJIy4YaiHOIrO 110~
as B TT-dopmar. CeoiicrBa 3r0ro popmara UCIOIB3YIOTCS JJist MO/
CYeTa HOPMUPOBOYHON KOHCTAHTHI U TOMCKA, KOH(DUTYPAIIUU HAKOO b~
meit BepositHocTH. lIpemocraBiieHbl TEOPETUYECKUE TAPAHTHH TOY-
HOCTH OLEHKU HOPMHPOBOYHOM KOHCTaHTHL. [Ipeioxkennbie MeTo bt
CPABHUBAIOTCS C AHAJIOAMU HA PA3JIMYHbIX HAabopax Janubix [1].

Pabora noyiepzkana rpanramu POOM  Ne15-31-20596-m001_ a
Bex; Microsoft Research, research initiative: Computer vision collab-
orative research in Russia; Skoltech SDP Initiative, applications Al
and A2; pe3ysbraThl TPUMEHEHWUST TEH30PHOTO MAKETa, MO/IIePIKAHbI
PHO® Ne14-11-00659.

[1] Novikov A., Rodomanov A., Osokin A., Vetrov D. Putting MRFs on

a tensor train // J. Mach. Learn. Res., 2014. Vol. 32. P. 811-819.

jmlr.org/proceedings/papers/v32/novikovi4.pdf.
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Putting Markov random fields on a tensor train
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Markov random fields (MRF) have become a popular tool for many
applications in the fields of computer vision, machine learning, so-
cial networking, etc. One way of defining the joint distribution of
discrete variables is to express it as a multidimensional array (ten-
sor) of (unnormalized) probabilities. A new framework is presented
for dealing with probabilistic graphical models. The suggested ap-
proach relies on the recently proposed Tensor Train (TT) format of
a tensor that while being compact allows for efficient application of
linear algebra operations. A way to convert the energy of an MRF to
the TT-format is presented and it is shown how one can exploit the
properties of the TT-format to attack the tasks of the partition func-
tion estimation and the MAP (maximum a posteriori probability)
inference. Theoretical guarantees on the accuracy of the proposed al-
gorithm for estimating the partition function have been provided and
the suggested methods have been compared against several state-of-
the-art algorithms [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant No. 15-31-20596mol-a-ved; by Microsoft Research, re-
search initiative: Computer vision collaborative research in Russia;
by Skoltech SDP Initiative, applications A1 and A2; the results of the
tensor toolbox application are supported by Russian Science Foun-
dation No. 14-11-00659.

[1] Novikov, A., Rodomanov A., Osokin A., and Vetrov D. 2014. Putting

MRFs on a tensor train. J. Mach. Learn. Res. 32:811-819. jmlr.org/

proceedings/papers/v32/novikov14.pdf.
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Ananusupyercs poJib BHYTDEHHE I[IPUCYIIUX U [IPUBHOCUMbIX
CTPYKTYD JAHHBIX B HOCTPOeHUH 3D PEKTUBHBIX AJITOPUTMOB PACIIO-
3HaBaHus. VcciemyroTes MOHATHEe 00ODNIEHHOIO MPele/IeHTa U OCHO-
BaHHbIE HA €ro MCIOJb30BAHUU METO/bl COKDAIIEHHS Pa3MEPHOCTH
3asia4. IIpeyiozkenbl iBa HOBBIX I0/IX0/1a K IpobJjieMe, OCHOBaHHbBIE
HA [MO3UIIMOHHOM I[IPEJICTABICHUN JAHHBIX U HA UCIOJIb30BAHUE [PYII-
[OBBIX CPEJHUX JIJIsl JIEMEHTAPHBIX JIOPHIECKUX 3aAKOHOMEPHOCTEHA.

[TokazaHo, 4TO B cCiy4yae MO3UIIMOHHOIO IPEJCTABJIEHHS IPO-
cTpaHCTBO mMpH3HakoB RY MO¥kKeT GBITH PeIyIIpOBAHO J0 JABYyMep-
HOTI'O IIPOCTPAHCTBA I'UIIEPKYOOB MO3UIMOHHON nepapxun. Peaymnnpo-
BAHHOE IPEJICTABJICHUE IPEJICTABIIAET CODOM OIHOMEPHYIO pa3BepT-
Ky RY, narpyzeHnyio secamu o60OMIEHHBIX HperesenTos. Pa3pabo-
TAH U UCCJIEIOBAH HOBBIA METO/I C2KATHs 00y 9aloNieil BoIDOPKU, OCHO-
BaHHBINA HA MCIOJB30BAHUU IPYIIOBLIX CPEIHUX O KJIACTEPAM 3Jie-
MEHTAPHBIX JIOIMYECKUX 3aKOHOMEPHOCTeH M Ha MX HCIOJb30BAHUI
B Kadecrse 000OIIEHHbBIX LIPEeJAeHTOB B ipeobpasosantoM (N + 1)-
MEPHOM [PU3HAKOBOM IIPOCTPAHCTBE.

BorauciuresibHplil 9KCIEPUMEHT HPOBOAMIICS JJIsi HECKOJIbKUX TH-
OB ODOOINEHHBIX IPEIEJIEHTOB Ha PEAJbHBIX 33/a4dax. XOpOoIline
[IpeBAPUTEIIbHbIE PEe3YJIbTAThl MO/TBEPIKIAIOT HAJIMYNE 3/IeCh HO-
BBIX BO3MOXKHOCTEH ¥ MEPCIEKTUBHOCTH WCIOJIb30BAHUSA O0OOIIEeH-
HBIX IIPELEEHTOB B 33/la49aX PACIO3HABAHU € OOJIbIIMME BEIOOPKAMUI
obyuaromux ganubix [1].

Pabora nmogmepxkana rpanramu PO®U Ne15-01-05776-a u Ne 14-
01-90413 Ykp _a.

[1] Ryazanov V. V. Using generalized precedents for big data sample
compression at learning // J. Mach. Learn. Data Anal., 2015 (in press).

Vol. 1. No. 14. jmlda.org/papers/doc/2015/JMLDA2015n014. pdf.
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Using generalized precedents for big data sample
compression at learning
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of Sciences
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of Sciences of Ukraine

The role of intrinsic and introduced data structures in constructing
efficient recognition algorithms is analyzed. The concept of gener-
alized precedent and based on its use methods of reduction of the
dimension of tasks have been investigated. Two new approaches to
the problem based on positional data representation and on cluster
means for elementary logical regularities are proposed.

It was shown that in case of positional data representation, the
feature space R can be reduced to two-dimensional space of hyper-
cubes of positional hierarchy. Reduced representation realizes the one-
dimensional scan of R, which is loaded with weights of generalized
precedents. A new method of training data compression has been
developed and investigated based on the use of cluster means for
elementary logical regularities and on its use as generalized precedents
in transformed (N + 1)-dimensional feature space.

Computational experiment was made for several types of general-
ized precedents on real tasks. Good preliminary results approve the
new opportunities and open prospects of the use of generalized prece-
dents in recognition tasks with big data samples [1].

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-01-05776-a and 14-01-90413 Ukr_a.

[1] Ryazanov, V. 2015 (in press). Using generalized precedents for big data

sample compression at learning. J. Mach. Learn. Data Anal. 1(14).

jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.
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OueHka 3cdekTa MHOXKECTBEHHOIo TeCTMPOBaHMUSA
NPV NONCKe 3aKOHOMEPHOCTEeNn B AAHHbIX BbICOKOW
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*Mocksa, NucturyTt Groxmvuaeckoit dbusukn PAH

“Mocksa, MucTuTyT XuMmrdeckoii dbumsukn PAH

Pa3paborka MeTo10B MMOMCKA, CTATHCTUIECKN JOCTOBEPHBIX SMITUPHU-

HEeCKHUX 3aKOHOMEPHOCTE ABJIAeTCdA OJHOI U3 IPUOPUTETHBIX 3324

UHTEIEKTYAJIbHOIO aHam3a JaHHbix. OIHON U3 BO3MOKHbBIX TEXHO-

JIOTU# TIOMCKA TaKUX 3aKOHOMEPHOCTEH ABJIAETCA METOJ, ONTUMAJIb-

HBIX JIOCTOBEPHBIX Pa30MeHwuii, KOTOPBII HUCHIOJb3YeT i CTATUCTHU-

9eCKOil BeprUKAIINU MEPECTAHOBOYHbBIN TeCT. B yCI0BUAX BBICOKOI

Pa3MEPHOCTH JAHHBIX OLEHKA JOCTOBEPHOCTU JIBYMEPHBIX 3aKOHO-

MEPHOCTEH CYIIECTBEHHO OCTOXKHSAETCS ITPOOIEMOl MHOXKECTBEHHO-

ro recruposanusg. lcnosib30Banue CTanapTHOrO MEeTOAa KOPPEKIuu

Boudepponu tpedyer durcamnun 4pe3BbIYaiiHO KECTKUX U MTPAKTHU-

9eCKHU PEIKO AOCTUXKUMbBIX ITOPOrOB P OTOOpPE TOCTOBEPHBIX 3aKO-

HOMEepHOCTel npu pasmepHocTr JaHHBIX Bbime 100. Cepus MomTe-

Kapsio skcrepumentos Obuia npoBeI€HA JIjisd OUEHKU UCTHHHON 10-

CTOBEPHOCTH 3aKOHOMEDPHOCTEHl, BbISBJIEHHBIX [IPU Pelienun duome-

JUITHCKOM 33149 U3y9YeHUs CBA3U YPOBHHA (PAKTOPA POCTA COCY/IOB

¢ mupoKuM HaOOpOM OmojormyYeckux mokaszareseit. Habop 3akomno-

MEpHOCTeH, HafiIeHHBIX B MCXOTHON BBHIOOPKE, CPABHUBAJICA C HADO-

pamu 3aKOHOMepHOCTE(l, HaleHHbIx B H0) cirydailHbIX BHIOOPKAX, IO~

JIyYEHHbIX W3 MCXOJHOW I1yTeM CJIy4YalHbIX [1E€PECTAaHOBOK 3HA4YCHUN

LEJIEBOI IEPEMEHHO. DKCIEPUMEHTbBL NOKA3AJIU, YTO MHOIHE 3aKOHO-

MEPHOCTH, HE COOTBETCTBYIOIIME Kpurepuio Bordepponu, Ha camom

JleJie OKa3bIBAIOTCS JOCTOBEPHBIME [1].

[1] Senko O., Kostomarova I., Kuznetsova A. Modification of the method
of optimal valid partitioning for comparison of patterns related to the
occurrence of ischemic stroke in two groups of patients // Pattern
Recogn. Image Anal., 2014. Vol. 24. Iss. 1. P. 114-123.
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Evaluating of multiple testing effect in task
of regularities search in multidimensional data.
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Development of method for statistically valid regularities discovery is
one of the most important data mining problems. One of the possible
techniques of regularities search is the method of optimal valid par-
titioning, using permutation test for statistical verification. In high-
dimensional tasks, verification task becomes more complicated due
to the problem of multiple testing. Standard Bonferroni correction is
based on very strong validity thresholds that rarely are practically
achievable when dimension is greater 100. Set of Monte-Carlo ex-
periments was done to evaluate true validity of found regularities in
the following biomedical task: study of relationship between vessels
growth factor levels and wide set of biological and biochemical indi-
cators, microelements levels, and electrical potentials of head. Set of
regularities found in initial data set was compared with the sets of
regularities that were found in 50 random data sets obtained from
the original by random permutations of the target variable positions.
Experiments have shown that many of regularities that were rejected
according to the Bonferroni rule actually were valid. The experiments
allow to evaluate true validity conditions [1].
[1] Senko, O., Kostomarova I., and Kuznetsova A. 2014. Modification of
the method of optimal valid partitioning for comparison of patterns

related to the occurrence of ischemic stroke in two groups of patients.
Pattern Recogn. Image Anal. 24(1):114-123.
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Bo muormx obsracTsx COBpPEMEHHON HAyKW CYIIECTBYIOT 3a/a-
4qu, ajilekBarHasg (opMasu3anus KOTOPBIX PUHIMIIAAIBHO HEODXO-
JUMa JIJIsT TOJIYYE€HUS TEOPETHIEeCKH U TMPAKTUYIECKH BAXKHBIX De-
3y/JbTaToOB. B paMkax TepMUHOJOTMHM HAYYHON IITKOJIBI AKaIeMU-
ka PAH FO.U. 2KypasnaéBa, dbopMaan30BaHHBIMU SBJISAIOTCA 3a-
Jla9d C OJHO3HAYHO 33/[aBaeMbIMHU Marpuiieil uHdOpMalUd U HH-
dopmanmonnoit marpuneit. B macrogrmieit pabore paccMOTpeH KOM-
IJIeKC 1pobJieM, CBsI3aHHBIX ¢ opMmasm3alueil 3aja4 paclio3HaBa-
Hist /Kiaaccudukanmy 1 chOpMyIHPOBAHBI OCHOBBI (GOpMAIH3Ma JIJIs
[IPOBe/IEHNUST METPUIECKOI0 aHAIN3a II7I0X0 (POpMaIM30BAHHBIX 33,/1a4.
[Iponecc dopmanuzamuu 3302491 MOXKET OBITH IPEICTABIEH KAK I10-
CJIeI0BATEJIbHBII [IEPEX0/1 OT MHOXKECTBA UCXO/IHbIX OIMCAHUIT K OlIpe-
JIEJIEHHOM TOIIOJIOTUH, 3aTEM K PEIIeTKe U [IOTOM K METPUYECKOMY
npocrpanctBy. [TokazaHno, 4To cBO#CTBO peryspHocTH 3a/1at 1o 2Ky-
PaBJIEBY JOCTATOYHO JIJIs CYIIECTBOBAHNS OMEKTUBHBIX OTOOPAXKEHU
MEXK/y PACCMATPUBAEMbIMH KOHCTPYKImsaMu. PaccMorpens BO3MOK-
HOCTH IIPUJIOZKEHUS Pa3pabarbliBAEMOrO allapara K TAKUM BasKHbIM
upobsiemam opMau3anuu 3a/a4, KaK BBEIEHUE METPUK HA MHO-
JKECTBAX MPU3HAKOBBIX OMUCAHWI, METPUK HA MHOXKECTBAX 0OBHEKTOB
7 QHAJIM3 «B3AUMOIECHCTBUNY MEXKIY PA3HOPOIHBIMU MTPU3HAKOBBIMU
OIMCAHUSIMUA.

Pabora noanepxana rpanrom PODU Ne12-07-00485.

[1] Torshin I. Yu., Rudakov K.V. On the theoretical basis of the
metric analysis of poorly formalized problems of recognition and
classification // Pattern Recogn. Image Anal., 2015 (B meuarn).
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Metric analysis of poorly formalized problems
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In many areas of modern science, there are problems adequate for-
malization of which is indispensable for obtaining both practically
and theoretically important results. In terms of the scientific school
of Yu. I. Zhuravlev, a formalized problem is uniquely defined by the
matrix of information and the information matrix. Here, the com-
plex of issues related to the formalization of the problems of pattern
recognition/classification is considered and basics of a universal for-
malism for metric analysis of poorly formalized problems is proposed.
Thus, formalization of the problem can be represented as a gradual
transition from the set of original descriptions to a particular topol-
ogy, then, to a lattice, and after that, to a certain metric space. It
is shown that the property of Zhuravlev’s regularity is sufficient for
the existence of bijective mappings between these mathematical con-
structs. The possibilities of application of the apparatus developed
are illustrated on several issues important for the formalization of
the problems: introduction of metrics on the sets of the features, on
the sets of the objects, and analysis of “interactions” between dissim-
ilar feature descriptions.

This research is in part funded by the Russian Foundation for
Basic Research, grant 12-07-00485.
[1] Torshin, I. Yu., and Rudakov K. V. 2015 (in press). On the theoretical

basis of the metric analysis of poorly formalized problems of recognition

and classification. Pattern Recogn. Image Anal.
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um. H. H. Kpacosckoro ¥YpO PAH

Kombunaropuas onTuMusanus ¥ TeOpus ODydeHus — JIBE Tec-
HO B3aUMOJIEHCTBYIONINE W aKTUBHO PA3BUBAIONIINECT O0OJIACTHA COBpPE-
MeHHOI Teoperudeckoil undopmaruku. TpaunuoHHO HALIPaBIEHUE
B3aUMO/IEACTBUSA MEXK/Iy dTUMHU Pa3jenamMu ObLIO CBA3aHO C UCIIOJIb-
30BAHUEM TOYHBIX U IPUOJIMAKEHHBIX METO/0B PelleHuns 331249 KoMbu-
HATOPHOI onTuMu3anuu s nocrpoenus 3bdekTuBHbx (Cy6)ornTu-
MaJIbHBIX MIPOIEAYP 00yUeHus, CXeM KJIaCTepu3aIuu, 0Tbopa mpu3Ha-
KOB 1 T. 11. QHAKO 1y OJIMKAILMK TOCJEHIX JIeT JEeMOHCTPUDYIOT BO3-
MO2KHOCTb OOPATHOIO B3aMMO/IEHICTBHS, HAIIPUMED, CBA3AHHOI'O C UC-
[TOJIb30BAHUEM IIPOIEAYD OOydeHus Mpu noctpoeHnn 3PpHeKTHBHBIX
TOYHBIX WJTH TPUOJIMKEHHBIX aJITOPUMOB C TAPAHTHPOBAHHBIMU OIIEH-
KaMU U MOJIMHOMUAIBHBIX TTPUO/IMKEHHBIX CXeM TS 33039 KOMOHA-
TOPHOU ONTUMU3AINAN.

[IpuBoaurcss npuMep OPUMEHEHHS CXeMbl OycTWHTa pa3pador-
KU HPUOIMKEHHDBIX AJrOPUTMOB C PEKOP/HBIMU OIEHKAMH TOYHOCTH
IS 3a/1a9u O MUHAMAJBHOM ad@dUHHOM pa3IesioneM KOMUTETE
(MASC) npu ponoHuTe/IbHOM yCI0BUU (DUKCUPOBAHHON pa3MepHO-
CTHU IPOCTPAHCTBA N > | U OOIIHOCTHU TOJIOKEHUST PA3/IEIIEMbIX MHO-
xectB. IIpennaraemplii B pabore UrpoBoOil OAX0/1 ABJIAETCH PA3BUTU-
em pesyabraros 1. ®poiinga u C. Apopsr [1].

Pabora noanepxxana rpanrom PH® Ne14-11-00109.

[1] Khachay M. Committee polyhedral separability: Complexity and
polynomial approximation // Mach. Learn., 2015. http://dx.doi.
org/10.1007/510994-015-5505-0.
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The Minimum Affine Separating Committee (MASC) combinatorial
optimization problem, which is related to ensemble machine learning
techniques on the class of linear weak classifiers combined by the rule
of simple majority, has been considered. Actually, the MASC problem
is a mathematical formalization of the famous Vapnik—Chervonenkis
(VC) principle of structural risk minimization in the mentioned class
of classifiers. According to this principle, it is required to construct
the best performance ensemble classifier belonging to a family of the
least possible VC-dimension.

It is known that the MASC problem is NP-hard and remains
intractable in spaces of any fixed dimension n > 1 even under an
additional constraint on the separated sets to be in general position.
This special case of the MASC problem called MASC-GP(n) is the
main subject of interest of the present paper.

To design polynomial-time approximation algorithms for a class of
combinatorial optimization problems containing the MASC problem,
a new framework has been suggested, adjusting the well-known Mul-
tiple Weights Update method. Following this approach, polynomial-
time approximation algorithms with the state-of-the-art approxima-
tion guarantee for the MASC-GP(n) problem has been constructed.
The results obtained provide a theoretical framework for learning
a high-performance ensembles of affine classifiers [1].

This research is supported by the Russian Science Foundation,
grant 14-11-00109.

[1] Khachay, M. 2015. Committee polyhedral separability: Complexity and
polynomial approximation. Mach. Learn. Available at: http://dx.doi.

org/10.1007/510994-015-5505-0 (accessed July 30, 2015).
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Jluneitabie BeKTOpHbBIE MOJE/HM KJacCu(UKAUU XOPOIIO 3aPEKO-
Men/oBasm cedbsd BO MHOI'MX [PUKJIAIHBIX 33/a4ax. Pacumpenue Jiu-
HEHHOW MOJEIN 10 CeMeiCTBa MOHOTOHHBIX HEIUHEHHBIX (DyHKIHi
MTOBBIIMIAET TOYHOCTH AMMPOKCAMAIINN 00y 9aloNieil BhIOOPKH, HO yBe-
JINYUBAET PUCK mepeodydenus. JIg COKpaIenus CJ0KHOCTH MOIEIN
CTABUTCHA 33,198 BBIOOpA MUHUMAJIHLHOIO HH(MOPMATHBHOIO HADOPA
[IPU3HAKOB [IPU OJHOBPEMEHHON MOHOTOHU3AIMK BbIOOPKU IIyTEM OT-
6opa MaKCHMAJILHOTO MOIMHOXKECTBA OIMOPHBIX 00bekToB. lIpesmia-
rafoTCs BBIYUCTUTEIHHO 3PDEKTUBHBIE IBPUCTUIECKIE AJITOPUTMBI
s pernennss NP-Tpyinoit 3a/1a9u 0IHOBPEMEHHOTO 0TOOPa 00 BEKTOB
Y IPU3HAKOB IIPHU [IOCTPOEHUU MOHOTOHHOIO Kiiaccudukaropa. s
oTb0opa MPU3HAKOB IIPE/JIAraloTCs KA/ [HbIE AJITOPUTMbI, OCHOBAHHbBIE
Ha IPEeABAPUTEILHOM PAHKMPOBAHUU IIPU3HAKOB 110 uX uHMOpMAa-
TUBHOCTH B JIMHEHHOM HAWBHOM 0aiieCOBCKOM KJACCH(DPUKATOPE.

DKCIIEPUMEHTHI TIPOBOIUINCH HA 3a/a49e AuarunocTuku 14 3abosre-
BaHUil 110 JIEKTPOKAPIUOrPAMME [UINTEIHHOCTHIO 5—8 Mun. B kade-
CTBE [PU3HAKOB HCIOJIb30BAIUCH YaCTOTBI Lo#ABJeHud 216 narrep-
HOB BapuabesibHOCTU CEePIEeYHOr0 PUTMA, OXBATHIBAIONIUX 4 COCETHUX
KapauonuKiaa. JIas Kaxkmoro 3aboseBaHus HaiiaeHbl MHQGOPMATHB-
HbIE TIOIIPOCTPAHCTBA IPU3HAKOB HU3KOW PA3MEPHOCTH, MOI00PAHBI
COYETAHUS IBPUCTUK B AJTOPUTMAX OJHOBPEMEHHOI'O 0TOOpa, 00bHEK-
TOB ¥ IPU3HAKOB, MCCJIEJI0BAHA BO3MO2KHOCTD IIOBBINIEHUS KAYECT-
Ba KJIacCH(DUKALUU C [IOMOINBIO JIMHEITHONW KOMIIO3UIIUYA MOHOTOHHBIX
kJtaccuukaropos. [lomydeHsr 10CTaTOYHO BHICOKUE TOKA3ATEH Ty B-
cruTenbrocTH ¥ cnenpduanoctr (90% u Boimme) [1].

Pabora mognepxana PODOU, rpant Ne 14-07-31240.

[1] LIsey M. IO., 3yx6a A.B. Monorounbie kiaccudukaropbl s 32131
MeauuuHCKON nuarnoctuku // Maremaruaeckas 6uosorus n Guonn-
dbopmaruka, 2015 (B meuaru). www.matbio.org.

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.



Compositional Data Mining Methods 43

Learning isotonic classifier for medical diagnostics
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Linear vector models for classification are successfully used in a wide
range of applications. Extending a linear model to the family of iso-
tonic nonlinear functions improves the accuracy of the training set
approximation but increases the risk of overfitting. Feature selection
helps to reduce overfitting by determining an optimal complexity of
the model. On the other hand, prototype selection helps to mono-
tonize the training set by selecting the largest subset of objects consis-
tent with the monotonicity constraint. The problem of simultaneous
feature and prototype selection for learning isotonic classifier is NP-
hard. In this paper, computationally efficient heuristic algorithms is
suggested to solve it. The authors propose greedy feature selection al-
gorithms that perform preliminary ranking of features based on their
weights in the Naive Bayes linear classifier.

The experiments were carried out for medical diagnostics of 14 dis-
eases by 5—8-minute electrocardiogram records. The features were
based on the frequencies of 216 patterns of heart rate variability,
covering 4 neighboring cardiocycles. As a result, the informative fea-
ture subspaces of low dimensionality for each disease were found, the
combinations of suitable heuristics for the algorithms of simultaneous
feature and prototype selection were adjusted, and the improvement
of classification by using linear composition of monotonic classifiers
were investigated. The authors obtained high sensitivity and speci-
ficity values, 90% and higher depending on the disease [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-31240.

[1] Shvets, M., and Zukhba A. 2015 (in press). Isotonic classifier for medical
diagnostics Math. Biol. Bioinf. www.matbio.org.
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O0cy:x/maeTcs KJaacC arpermpoBaHHO KOPPEKTHBIX aJITOPUTMOB
PACIIO3HABAHUS U HPOIHO3UPOBAHUS M ArPErUPYIONIME KOPPEKTHHIE
OIIEPAIMU HAJ, HUME, KOTOPbIE IIPOU3BOJIbHBIA KOHEYHbIH HAOOD ar-
PErMPOBAHHO KOPPEKTHBIX AJTOPUTMOB [EPEBOJIAT B ArPErUPOBAHHO
KOPPEKTHbIH ajaropurM. Takue omeparun pacuiupsioT KJjacchl 6a30-
BBIX aJITOPUTMOB IIPHU MOMOIIU arperupyouX OMepaInii Ope e/ IeH-
HOTO BH/Q W MO3BOJISAIOT CTPOUTH HOBBIE KOMITO3WINH AJTOPUTMOB
PACIIO3HABAHUS U [IPOTHO3UPOBAHUSL.

BBoasrcs nmonstus BuIyKJIO# (hyHKIME 1 arperupyiomieit GpyHk-
[ OTHOCHUTEIHHO Maphl WIEMIIOTEHTHBIX arperupyrouX Omepauit
¥ HA UX OCHOBE CTPOSTCH JOCTATOYHDBIE YCJIOBUS TOTO, 9TO HIEMIIO-
TEHTHAs arperupyrolias Onepalus Ha/l AJITOPUTMAMU SIBJISETCS arpe-
PUPOBAHHO KOPPEKTHON OTHOCUTEIBHO 33JAHHOIO AlDErdpPOBAHHOIO
dyHKIMOHATIA Ka9eCTBA AJITOPUTMOB.

[Tosryaennbie pe3yabraTbl 0O0CHOBBIBAIOT HOBBIE CIIOCOOBI IIOCTPO-
€HUsl ONepaIil Ha/l AJITOPUTMAME, KOTOPhIE COXPAHAIOT CBOUCTBO ar-
PErupoBaHHOM KOPPEKTHOCTH aJIropuT™MoB [1].

Pabora sbmionnena npu nomuepzkke rpanra POOU Ne15-01-
03381a.

[1] ILIu6syzos 3. M. Arperupyiomue KOPPEKTHbBIE OLIEPALUY HA/L AJITOPHUT-
mvamu // doxa. PAH, 2015. T. 462. Ne6. C. 649-652.
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Aggregation correct operations on algorithms

Shibzukhov Zaur'*x szport@gmail.com
!'Nalchick, Institute of Applied Mathematics and Automation
2Moscow, Center “Antistikhiya”of Emercom of Russia

The paper discusses the classes of aggregationally correct algorithms
for recognition and forecasting and aggregation operations on algo-
rithms that an arbitrary finite set of aggregationally correct algo-
rithms transform into aggregationally correct algorithm. Such op-
erations expand basic classes of algorithms using a certain type of
aggregation operations and allow to construct new compositions of
algorithms for recognition and forecasting.

The concepts of a convex function and aggregate function with re-
spect to a pair of idempotent aggregation operations are introduced.
On the base of these concepts, sufficient conditions have been in-
troduced that idempotent aggregating operation on algorithms is an
aggregationally correct with respect to a specified aggregation func-
tional of algorithm’s quality.

The results justify new methods of construction operations on
algorithms that preserve the property of aggregated correctness of
algorithms [1].

This research is funded by the Russian Foundation for Basic Re-
searh, grant No. 15-01-03381a.

[1] Shibzukhov, Z. M., 2015. Aggregation correct operations on algorithms.

Dokl. Math. 91(3):391-393.
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O mopensix HepPOHOB arpervpytouiero Tuna
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1Haﬂb'{I/IK, WMuacruryT upuk/aanoil MaTeMaTuKI U aBTOMATH3AIIN
2MOCKBa, MockoBCKuUil 11eIaroruIecKuii rocy/1apCTBEHHbII YHUBEPCUTET

OmnuchiBaeTcsi HOBBINA KJIACC MOJIEJIell MCKYCCTBEHHBIX HEHPOHOB
arperupyioiiero THlla, KOTOPbIE BKJIIOYAIOT B Ce0sd KJIACCUIECKHe
dyHKIMOHAJIbHBIE MOJEIH, B TOM YUCJIE U CO CJIOKHBIMY CHHAIICAMHU.
Taxkue MO/es M OCHOBaHbI HA IIPUMEHEHUH arperupyomux OyHKimii
JIJIsT BBIYUCJIEHNs] CYyMMAapHOro MOTeHInaIa HellpOHa, BKJIA/I0OB B HErO
CJIOYKHBIX CHHAIICOB M CHHAINITHYECKUX KJIACTEPOB.

Opmoit w3 Takux Mozeseil apisercs momenb Yll-meiipomna. Kiro-
YEBBIM IIPEUMYIIECTBOM JAHHON MOJIE/NIH ABJSercd TOT (akT, 4TO
YIl-meiipon OoJiee aJeKBATHO COOTBETCTBYET IIPOIECCAM, IIPOTEKA-
IOIUM B KOpe TOJIOBHOTO Mo3Ta. Jlokazano, uro X1I-#eitpons! BroiHe
IIPU OIIPEJIeJIEHHBIX YCJIOBHUAX CIIOCOOHBI MPEICTABISATH TPOU3BOJIb-
HbIE UCKpETHbIE (DYHKIINU, OMPEIeIeHHbIE HA KOHEIHBIX MHOMKE-
crBax. Mogenb Xll-Hefipona ecTecTBEHHBIM O0OPa30M paCIIHPSET-
¢4 10 MOJIe/IM arperupyrouero Heilpona, B KOTOPOil BMECTO CyMMbl
UCIOJIb3YeTCsd KBA3UA/IUTUBHAA arperupyiomas QyHKius, a BMec-
TO MPOW3BEIEHUS UCIOJb3YETCHd KBA3UMYJIbTUILINKATUBHAS arperi-
pyfomas dyuxnus. /lokazaHo, 4TO Takas MOJENb Arperupyroliero
HeiipoHa Takke CIOCOOHA IIPECTABIATD IPOU3BOJIbHBIE TUCKPETHDIE
dyukuuu, onpe/iejeHHbIE HA KOHEYHbIX MHOXKeCTBaX. Takue HelipOHbI
CTPOATCH IIPH [IOMOIIU KOHCTPYKTUBHOMN pote/ypol 00ydenust. [Ipu
9TOM, W3-3a HEOJHO3HAYHOCTH BHIOOPA IOMYCTUMBIX KBA3UMYJIbTH-
IUIMKATUBHBIX 9JIEMEHTOB, MOXKHO MOCTPOUTH CEMEHCTBO TaKWX HEi-
POHOB, KOTOPBIE BCE SIBJIAIOTCH KOPPEKTHBIMU HA O0YyYaIOMEM MHO-
xkecrBe. KOHCTPYKTUBHOCTD IIPOLECCA ODyUYeHUs IIO3BOJIAET TAKIKE
MUHUMUA3UPOBATDH CJIOKHOCTH CJIOZKHBIX CHHAIICOB U CUHAITUIECKHUX
KJ1acTepos [1].

Pabora Bwimosmena mpu momgepxkke rpanra PO®IT Nel5-01-
03381a.

[1] IHubsyxos 3. M., Yepednuros /). FO. O Monensx HEHPOHOB arperupyio-
wero rtuna // Mamuunnoe obyuenue u anamus ganubix, 2015. T.1. Ne12.

C.1706-1716. jmlda.org/papers/doc/2015/JMLDA2015n012. pdf
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On the models of neurons of aggregation type

Shibzukhov Zaur'? szport@gmail.com
Cherednikov Denis®x denis.cherednikov@gmail.com
!Nalchik, Institute of Applied Mathematics and Automatization
2Moscow, Moscow Pedagogical State University

A new class of models of artificial neurons is described, which includes
classical functional models with complex synapses. Such models are
based on application of aggregate functions for evaluation of total
neuron potential and inclusions of complex synapses and synaptical
clusters.

One of these models is XII-neuron. The main advantage of such
model is that XII-neuron adequately corresponds to the information
processing occurring in the cerebral cortex. It has been proven that
Y.II-neurons within certain limits are able to present arbitrary dis-
crete functions, determined in finite sets. XIl-neuron model can be
expanded naturally to aggregate neuron model in which instead of ad-
dition, a quasi-additive aggregate function is used, and instead of mul-
tiplication, a quasi-multiplicative aggregate function is used. It has
been proven that such aggregate neuron model is also able to present
arbitrary discrete functions, determined in finite sets. Such neurons
can be built by constructive training process. At the same time, be-
cause of the ambiguity of the selection range of quasi-multiplicative
properties of the components, a set of such neurons can be con-
structed, which are all correct in the training set. Also, construc-
tive learning process allows to minimize the complicacy of complex
synapses and synaptic clusters [1].

This research is funded by Russian Foundation for Basic Research,
grant 15-01-03381a.

[1] Shibzukhov, Z. M., and Cherednikov D.Y. 2015. On the models of neu-
rons of aggregation type. J. Mach. Learn. Data Anal. 1(12):1706-1716.
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf
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KonnekTuBHbIW KnacTepHblii aHaAn3 C Becamu,
OCHOBAaHHbIV HA KOACCOLMATUBHbIX MaTpuuax

Bepuxos Baadumup Bopucosuyux berikov@math.nsc.ru

'Hosocubupck, NucturyT maremaruku uM. C. JI. Co6osesa CO PAH

Nccneayerca MeTo ] KOMIEKTUBHOTO KIACTEPHOTO aHAIN3a, OCHO-
BAHHBIN HA NOCTPOEHUN KOACCOIIMATUBHOI MATPUIIBI PA3JINYAN, C yUIe-
TOM BeCOB 6A30BbIX AJINOPUTMOB, KOTOPbIE BBIUUCIISIOTCS C NCIIOJIB30-
BaHUeM MHJ/IEKCOB KadecTBa I'PYILIUPOBKU. BBOiUTCH BEPOSATHOCTHAA
MOJIeIb aHCaMOJIeBOH KTacCupUKAIINY, UCCIECIYIOTCS €€ CBOHCTBA.

CymecrByeTr HECKOIBKO OCHOBHBIX CIIOCODOB MOCTPOEHHS KOJLIEK-
TUBHBIX PeIeHni KJIacTepHOTo aHaan3a. B paMkax mepsBoro Hampas-
JIEHHST OT aHcaMOJ1st TpeOYIOT KOHCEHCYCa, T. €. HEKOTODOI HaMJTy dIeit
CTeleHU COLVIACOBAHHOCTU C PE3y/IbTaraMU OT/E/IbHbIX aJI'OPUTMOB.
Jpyroe Haipas/ieHue OCHOBAHO HA BbIMUC/JIEHUU KOACCOLMATUBHON
MATPULIbL, OLPeJIe/IsIoneil, KaK 4acro 1apa O0beKTOB OKa3blBAETCs
B OJIHOM M TOM K€ KJIACTEPE B PA3HBbIX BapHaHTaX pa30UeHMUs.

B nannoit pabore pa3BuBaercs HalpaBieHHe, OCHOBAHHOE HA KO-
ACCOTMATUBHBIX MATPHUIIAX, C YIETOM BeCcOB aiaroputMmoB. [Ipm stom
B MTOI'OBOM KOJIJIEKTMBHOM DPELLEHUM LIPEJJIAraeTcs yIuTbiBATh CTe-
LIeHb «KOMIIETEHTHOCTU» (BEC) Ka2K/I0I0 aJIOPUTMA HA PA3HBIX LIapax
00bekToB. 7151 000CHOBaHNS KPUTEPHs KavdecTBa aHCaMOJIsi C paBHbBI-
MHI BecaMHt paHee HCHOJb30BaJIach MOJETb KOJJIEKTHBHOTO KIaCTep-
HOTO aHaJIM3a, BIEpBble BBeAeHHas B padore [1]. B pabore [2] Gbuia
onucana MoauduKalus JAHHONR MO/e/1d, Y YUThIBAIOLIAs BECA PA3/IU -
HBIX aJI'OPUTMOB.

B npemaraemoit pabore mpoBOANTCA AATbHENIEe PA3BUTHE MO-
JIesTA: JOMOJTHUTETBHO YUIHTHIBAIOTCA 3HAYCHUS HHICKCOB KAdeCTBa
IPYIIUPOBKH, YTO MO3BOJIAET DOJIEe MOJHO OTPA3UTH XapPAKTEPUCTH-
KU aJIlOPUTMOB, BKJIIOYEHHbIX B aHCAMOJIb.

Pabora nognepxana rpanrom PODIU Nel14-07-00249.

[1] Berikov V. A latent variable pairwise classification model of a clustering
ensemble // Multiple classifier systems / Eds. C. Sansone, J. Kittler,

F. Roli. Lecture notes on computer science ser. — Heidelberg: Springer,

2011. Vol. 6713. P. 279-288.

[2] Berikov V. Weighted ensemble of algorithms for complex data

clustering // Pattern Recognition Letters, 2014. Vol. 38. P. 99-106.
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Ensemble clustering using weights
based on coassociation matrices

Berikov Viadimairx berikov@math.nsc.ru

Novosibirsk, Sobolev Institute of Mathematics of the Siberian Branch

of the Russian Academy of Sciences

The author investigates the method of ensemble clustering based on
weighted averaged coassociation matrix, where the weights of ensem-
ble elements are determined with the use of cluster validity indices.
Probabilistic model of ensemble clustering has been introduced and
theoretically investigated.

A number of approaches for finding ensemble clustering decision
were suggested in literature. In consensus-style procedures, it is re-
quired to reach optimal degree of consistency with the results of indi-
vidual algorithms. Another approach is based on the notion of aver-
aged coassociation matrix. This matrix defines how often object pairs
fall into different (or the same) clusters over all clustering variants.

The present paper follows the ensemble clustering approach based
on coassociation matrices. For the formation of final collective deci-
sions, weights of algorithms on different object pairs was considered.
In [1], a probabilistic model of clustering ensemble with equal weights
was suggested. The model was developed in [2] for analysis of ensem-
bles composed of different clustering algorithms. The present paper
further elaborates the ideas of these works: for ensemble variants,
the author additionally introduces weights, which are dependent on
cluster validity indices.

This research was funded by the Russian Foundation for Basic
Research, grant 14-07-00249.

[1] Berikov, V. 2011. A latent variable pairwise classification model of

a clustering ensemble. Multiple classifier systems. Eds. C. Sansone,

J. Kittler, and F. Roli. Lecture notes on computer science ser. Hei-

delberg: Springer. 6713:279-288.

[2] Berikov, V. 2014. Weighted ensemble of algorithms for complex data

clustering. Pattern Recognition Letters 38:99-106.
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LleH3ypuposaHune owmnbo4Ho KnaccuuumpoBaHHbIX
00bEeKTOB BbIOOPKN

Bopucosa Hpuwna Apmemosna'?>x biamia@mail.ru
Kymuenxo Oavea Andpeesna’ > olga@math.nsc.ru
'Hosocubupck, Mucruryr maremaruku um. C. JI. CoGosesa CO PAH
2Hosocubupcx, HoBocubupckmit rocy1apCTBeHHbIl yHIBEPCHTET
3H0B0CI/161/IpCK, KoHCTPYKTOPCKO-TeXHOTOTHYIeCKHil HHCTUTYT

poraucaurenpaoil rexanku CO PAH

3asaga IeH3ypUpPOBAHUS 3aIMyMJIEHHON BBIOODKU SABJISETCH OJl-
HOI W3 IEHTPAJbHBIX TPOOJIeM aHaam3a JaHHbix. [lox 3arrymiien-
HOIT BHIOOPKOIT Oy/1eM ITOHUMATH BBIOOPKY, H3HATATIBHO COAEPIKAIILYIO
HEBEPHO KjaccupumupoBaHHble 0OObeKThl. B pabore ommcan ajro-
pUTM [EH3YyPUPOBAHUS TAKUX JAHHBIX, OPUEHTUPOBAHHDIN TOJIBKO HA
JIOKAJIbHBIE XaPAKTEPUCTUKNA 00 bEKTOB BHIOODKH.

JLj1s OTIeHKM BEPOSTHOCTHU MIPUHAJIEKHOCTA O0OBEKTA 2 K OTHOMY
u3 Byx 06pazoB A wiu B ucnosnb3yercs repHapHas OTHOCUTEIbHAS
mepa — dyHkiud Koukypenraoro cxoicrsa (FRiS-dynkuus), ouenu-
BAIOIIAs CXOJICTBO OOBEKTA Z ¢ MHOXKECTBOM A B KOHKYDPEHIIUU C MHO-
xectBoM B. B (ukcupoBaHHOM TPU3HAKOBOM MPOCTPAHCTBE IEH3Y-
PUPOBAHKE COCTOWUT B MOCJIEIOBATE]IHHOM yIAJeHUH O0bEKTOB, MaK-
CUMAJIbHO YXY/IIAIONINX KAYeCTBO OIUCAHUS BHIOOPKU (KU OLEHKY
PA3/EJIMMOCTU KJIACCOB), KOTOPAs 3aBUCUT OT KOHKYDEHTHOI'O CXO/-
cTBa OOBEKTOB CO CBOMM OOPA30M B KOHKYPEHIIUH C JIPYTUM 00pa30M
¥ OT YHUCJIa PACCMATPUBAEMBIX 00bEKTOB. Pe3ybraTsl TecTupoBaHus
MIPE/IJTOZKEHHOTO AJITOPUTMA, Ha, MTUPOKOM CIIEKTPE MOIETbHBIX 3a1ad
TO3BOJIMJIN CEJIATh BBIBOJ, 9TO OOBEKTHI, YAAJE€HHBIE 10 TOYKH Iepe-
ruba QyHKIUU, ONKUCHIBAOIIEH PA3AeIMMOCTD KJIACCOB, KAK IIPABUIIO,
ABJIAIOTCH BIOPOCAMU, UCKAKAIOIIMMEU CTPYKTYDPY AaHHbIX. [losromy
HCKJIIOYEHUE TAKUX 00bEKTOB U3 AHAJIU3UPYEMOIT BBIOOPKHU LIOBBIIIAET
HAa/Ie?KHOCTh PACIO3HABAHUA [1].

Pabora mognepxana rpaarom PODU Ne14-01-00039.

[1] Bopucosa H. A., Kymnenxo O. A. llensypupoBatue OIHO0IHO KIIaCCH-
dbunuposanubix 06bexToB BoIGOPKH // Mamunnoe obydenue u ananus
nmannbix, 2015. T. 1. Ne11. C.1632-1641. jmlda.org/papers/doc/2015/
noll/Borisova20150utliers.pdf.
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Outliers detection in datasets with misclassified
objects
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3Novosibirsk, Design Technological Institute of Digital Techniques
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The problem of outliers detection is one of the important problems
in Data Mining. Here, outliers are considered as initially misclassified
objects of the dataset. This paper describes an algorithm of censoring
such data, which focuses only on the local characteristics of objects
of the dataset.

To calculate the level of belonging of the object z to one of two
classes A and B, the ternary relative measure called the function
of rival similarity (FRiS-function) is used. It evaluates the similarity
of the object z with the class A in competition with the class B.
Censoring procedure in a fixed feature space consists of sequential
removals of objects, which deteriorate the quality of dateset descrip-
tion (a value of classes’ separability) in a strongest way. This value
depends on the number of objects in the dataset and similarity of ob-
jects with their class in competition with the rival class. The proposed
algorithm was tested on a wide range of model problems. According
to the results obtained, it is possible to conclude that the objects,
which were deleted before the inflection point of the classes separa-
bility function, usually distort the structure of the data. Therefore,
their exclusion from the analyzed dataset increases the reliability of
recognition [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-010-00039.

[1] Borisova, I. A., Kutnenko O.A. 2015. Outliers detection in datasets
with misclassified objects. J. Mach. Learn. Data Anal. 1(11):1632-1641.
jmlda.org/papers/doc/2015/no11/Borisova20150utliers.pdf.
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CrpykTypHOe oDy4eHue npu nopoXXaeHnun moaesneii

Bapgoaomeesa Anna Andpeesrax varfaanna@gmail . com
Boukapese Apmem Maxcumosun artem.bochkarev@phystech.edu

Mocksa, Mockosckuit dusuxo-rexangeckuii uacrturyr (I'Y)

Pemmaercs mpobiiema moOpoXKIeHUS TJI00AJBHON DPAHKUDPYIOIIEi
dyuknuu B 3amade nHGOPMAIMOHHOTO MOucKa. 1pedbyerca nHaiitu
TAaKyl0 PAHKHUPYIONIYI0 (BYHKINIO, KOTOpas OIpeesia Obl pele-
BAHTHOCTb PA3JIMYHBIX JOKYMEHTOB IHOCTymaommm 3ampocam. s
pelenus: 332491 OUCKA CYIIEPIO3UIMH [JIO0AJIbHON PAHKUPYIOIEit
dyHKIUU UCIOJIB3YETCH METO/ |, IIPOrHO3UPOBAHUS CTPYKTYPbI (DyHK-
nuoHAJbHON 3aBucumoctu. [Ipemmonaraercs, aro GbyHKIMOHAIbHAS
3aBUCUMOCTH CYIIECTBEHHO HEJIMHEHHA W SIBJIAETCS CyHepIO3uIiueit
JIEMEHTAPHBIX (DYHKIHUIL, IPU STOM J€JIaeTCd OIPAHUYEHUE HA MAKCHU-
MaJIbHYIO CJIO2KHOCTb MOzesin. JlepeBo cynepro3unuu npe/icraBiisier-
cs B BUJIe MaTpuiibl. B TakoM Buje 3a/a4a CBOAUTC K 33a/1a49€ CTPYK-
TYPHOTO 00ydeHus: — 3a/1a9e BOCCTAHOB/IEHUS CTPYKTYPbHI 00bEKTa, 10
ero onucaxuio [1].

15 00y ueHns MeTo/1a CTPYKTYPHOTO 00y YeHUs TOJTY Y€HA BBIOOD-
K& <«IIOJKOJIIEKIIUMO/IE/b» C [IOMOIIbI0O NEHETUYECKOIO AJIIOPUTMA,
HaJ|, MHOXKECTBOM 3djeMeHTapubix ynkiuii. Paccmorpen psig mero-
JIOB MPOTHO3UPOBAHUSA CTPYKTYPHI (DYHKIUH O MATPUIE BEPOSATHO-
CTU TIEPEXO0B, UX paboTa MPOTECTUPOBAHA HA CHHTETUIECKUX TAH-
woix. Haiiennas riobasibHast paHKupyIonas pyHKIHS TPOTECTHPO-
BaHa 1pu nomoiny (pyskuuonasa MAP Ha HOJHONR KOIEKIMY 10Ky -
MeHTOB. [lj1g IpoBeienns IKCIePUMEeHTa UCI0JIb30BaHa BEIOOPKA, CO-
CTOALIAA U3 MHOXKECTB KOJLIeKIMit oKy mMenToB Kondepenuun EURO
2010.

[1] Bouxapes A. M., Bapponsomeesa A. A. CrpykrypHoe 00ydeHue upu Imo-

poxaenun mozeseit // Mammnnoe obyvenue n anamu3 gaxnabix, 2015

(B neuarn).
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Structured learning for model generation
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Moscow, Moscow Institute of Physics and Technology (State University)

The problem of the generation of the global ranking function in the
task of information retrieval has been suggested. It is required to find
a ranking function, which would determine the relevance of various
documents incoming queries. To solve the problem of searching the
superposition of the global ranking function, a method of forecasting
the structure of functional dependencies has been used. It is assumed
that the functional dependencies are nonlinear and ranking function
is a superposition of elementary functions. The maximum complexity
of the model is taken to be limited and a superposition tree is repre-
sented as a matrix. In this way, the problem reduces to the problem
of structured learning — the problem of reconstructing the structure
of the object by its description [1].

For training structured learning method, sample “subcollection —
model” was received using a genetic algorithm on the set of elemen-
tary functions. A number of methods for predicting the structure
function has been considered on the probability of transition, these
methods are tested on synthetic data. Found global ranking function
is tested using functional MAP on full collection of documents. To
perform the experiment, a sample consisting of theses of documents
of the conference EURO 2010 has been used.

[1] Bochkarev, A., and Varfolomeeva A. 2015 (in press). Structure learning
for model generation. J. Mach. Lern. Data Anal.
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O meTpunyeckunx csoiictBax meguaHol Kemenun
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Tysma, Tyascknil rocy7apCTBEHHBIN YHUBEPCUATET

Paccvorpena HoBas 3a1ata MTOCTPOSHU MeInanbl KemMenn ¢ mer-
pudeckumu cBoiicrBamu. M3BeCTHO, 4TO 10JyYeHre PaHKUPOBAHUI
03HAYAET BLIIOJHEHUE M3MEPEHUI B TaK HA3bIBAEMbIX MEHEe MOILlI-
HbIX (KAYeCTBEHHBIX) MK/ aX. IIpu corlacoBaHUM SKCIEPTHBIX MHE-
Huil Tpebyercs MOIyduTh OOIYI0 PAHKUPOBKY, HANMEHEE OTIMIAI0-
IIYIOCSA OT OCTAJIBHBIX U UMEIOIILYIO CMBIC I'PYNIIOBOrO MHeHMsA. Me-
nuana Kemenu sBisiercs S5KBUBAJEHTOM CpeJHEro B lIKajdax (KBa-
31)LOPAJAKOB U CBOOO/IHA OT PsAd HPOTUBOPEUUIl, CBA3AHHBIX C Bbl-
sIBJIEHMEM I'DYIIIOBbIX MHEHUil 10 upasusy Gosbliubcersa (1apajiokce
Oppoy). U3BecTHblii JIOKAJIbHO-ONTUMAJIBHbLI aJIFOPUTM HOCTPOEHUS
Meamanbl Kemern mpemmosaraeT BBIUNCIEHNE TAPHBIX PACCTOSHIIT
ME2K/ly PAHKUPOBAHUAMM U BbIYMC/IEHUE TaK HA3bIBAEMON MaTpPHIbL
LIOTEPD.

Cuurasi, 4TO PaHKUPOBAHUS, IPEICTABIEHHbIE [IAPHLIMU PACCTO-
SAHUSIMU MEXK/Ty CO0O0, 00pa3yIoT MHOXKECTBO, IOIPYKEHHOE B €BKJIU-
JIOBO METPUYECKOE MPOCTPAHCTBO, MOJIYy9aeM BO3MOXKHOCTH OIIPee-
JINTH CPEIHMI DJIEMEHT KaK IEHTpP TaKoro MHoxKecTBa. OUeBHIHO,
YTO TAKOH LEHTPAJIbHbBINA 3JIEMEHT TAKXKE ABJISeTCH PAHZKUPOBAHUEM
U JIOJIZKEH MMEeTb TAaKOil 2Ke CMbIC/I, Kak 1 Meauana Kemenu.

B obmiem cirygae HaiiieHHBINR CpEeTHUI 3JIEMEHT OTJIHIAETCH CBO-
UMW PACCTOSHUSAMHU OT COOTBETCTBYIOIMINX pacCTosHuil Meauanbr Ke-
MEHHU /10 OCTaJIbHBIX IJIEMEHTOB MHOXKECTBa. Pa3paborana mporemy-
pa dopMupOBaHUs CKOPPEKTUPOBAHHON MaTpPUIbL IIOTE€Pb JJid I10-
CTPOEHMs METPUIECKON Meauanbl KeMenu, CoBLaIatoeil co CpeHuM
9JIEMEHTOM JIAHHOI'O MHOXKECTBa. TakKoe paHKUpOBaHUE COBIIAJIAET
¢ KJIaccmaeckoit Memmanoit Kemenn, moarBep:Raas ee METPUIHOCTD,
WJIA OTJINYIAETCS OT Hee, €CJIM METPUIEeCKHEe HAPYIIEHUuS B KOHMUTY-
paIiy MCXOTHOTO MHOYKECTBA PAHKUPOBAHUN OKA3AINCH 3HATATEIb-
HbIMU.

Pabora noanepxana rpanrom PODOU Ne15-07-02228.

[1] Zsoenxo C. J., Mwenvunoi J. O. O merpuaeckux CBOHCTBAX Meaua-

ubt Kemenu // Mawmunnoe o6y vyenue u anauus gjaanbix, 2015. T. 1. Ne11.
C.1619-1631. jmlda.org/papers/doc/2015/JMLDA2015n011 . pdf.
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On metric characteristics of the Kemeny’s median

Dvoenko Sergeyx dsd@tsu.tula.ru
Pshenichny Denis denispshenichny@yandex.com

Tula, Tula State University

The novel problem of the metric Kemeny’s median is under investi-
gation. It is well-known that the rankings mean the measurements in
so-called less powerful (qualitative) scales.

For aggregating of experts’ opinions, it is necessary to find the
final ranking, which is the least different from others and represents
the group opinion. The Kemeny’s median appears to be the good
idea of the average for scales of (quasi-)orderings and is free of some
contradictions concerning the building of a group opinion based on
the majority rules (Arrow’s paradox). The well-known locally optimal
algorithm to find the Kemeny’s median depends on pairwise distances
between rankings and calculates the so-called loss matrix.

It is assumed that the rankings represented by pairwise distances
between them are immersed as a set in some Euclidean metric space.
According to it, one can define the average element as the center of
this set. It is evident that such the central element is also ranking
and needs to be similar to the Kemeny’s median.

In general, such an average element differs by its distances from
the corresponding distances of the Kemeny’s median to other set ele-
ments. The procedure is developed to build the modified loss matrix
and to find the metric Kemeny’s median, which coincides with the
average element of the given set. Such ranking coincides with the
classic Kemeny’s median and proves its metric property, or differs
from it, if the metric violations in the set configuration appear to be
significant.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-02228.

[1] Dvoenko, S., and Pshenichy D. 2015. On metric characteristics of the

Kemeny’s median. J. Mach. Learn. Data Anal. 1(11):1619-1631. jmlda.

org/papers/doc/2015/JMLDA2015no11 . pdf.
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MpumeHeHne baiiecoBcKoW perynsipusayunmn
npun oby4YeHMn pacno3HaBaHWSA CUTHANOB
Ha OCHOBE MeTOoja OMNOPHbIX BEKTOPOB

Keacos Andpetli Pedoposuyux kvandrew11@gmail.com
Kpacomrxura Oavea Bawecaasosra krasotkina@tsu.tula.ru

MockBa, MoCKOBCKHII rOCYJapPCTBEHHbBINA YHUBEPCUTET
um. M. B. Jlomonocosa

Onucanbl TEOPETHYECKIE U IPAKTUICCKUE PE3YJIbTATHL, IOy Y€H-
HbIE [IPY PEIIeHnH 331249 PACIO3HABAHNS PYKOIMCHBIX CUMBOJIOB C I10-
MOIIIBIO IIPE/JIOZKEHHOIO ABTOPAMU KPUTEPUHA IVIAJKOCTU U METOJA
OIIOPHBIX BEKTOPOB (support vector machine — SVM).

Paccmorpenbr mpob/ieMbl MOy Ye€HusS TPU3HAKOBOTO MPOCTPAHCT-
Ba 00beKTOB it SVM, SBJISIONIUXCH HEINPEPLIBHLIMU CUIHATIAMEI
¢ He(DUKCUPOBAHHBIM KOJIMYECTBOM U3MEPEHUI.

[IpousBosuTCcs MOUCK MOAXOAANIMX OIPAHUYEHUI HA AIPUOPHOE
pacupeeienne 00y 9arolieil BHIOOPKH, KOJUIECTBO 00HEKTOB B KOTO-
POii CPABHUMO C pa3MeEPAMU Oy YEHHOTO TPU3HAKOBOIO TPOCTPAHCT-
Ba.

[ToapobHO OCBEIEeH BPUCTUICCKUN KPUTEPHUH IJIAIKOCTH, KC-
oJIb3yeMblit Kak perynsapuzarop B SVM, ero BeposTHOCTHAs WH-
TepIpeTaIus U Pe3yIbTaThl UCIOJIH30BAHNS B 33/1a9€ PACIO3HABAHUSA
TOCJIeIOBATEILHOCTEN N3MEPEHUI KaK B UCXOJIHOM MPOCTPAHCTBE Té-
HEPAJILHOMW COBOKYITHOCTH, TAK U B METPUIECKOM MPOCTPAHCTBE 00b-
€KTOB.

Takzke NPOBE/EHbI HCC/IEI0BAHUS METOA BbIPDABHUBAHUS CHI-
nasnos Dynamic Time Warping, ucrnonb3oBaHHOro /i paccMmorpe-
HUs 33/]a90 PACIIO3HABAHUS PYKOIMUCHBIX CHMBOJIOB B METPHUYIECKOM
mpocrpamcTse [1].

[Ipencrasienbr pe3ynbTaTbl PAOOTHI KJIACCH(UKATOPA HA MOJETb-
HbIX U PeAJIbHbIX JaHHbIX, B3ATbIX U3 BbIOOPKU UJI Pen Characters
Data Set.

[1] Ksacos A. @., Kpacomxuna O. B. [Ipumenenue GaiiecoBckoii perymisapu-
3auu IIpu O6y'—IeHI/II/I CUTHAJIOB Ha OCHOBE METO/la OIIOPHBIX BEKTOPOB //

Mauwunnoe o6y4enue u anauu3 gannbix, 2015 (B wevaru).
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Application of Bayesian regularization in signal
recognition based on Support Vector Machine

Kvasov Andrewx kvandrewl1@gmail.com
Krasotkina Olga krasotkina@tsu.tula.ru

Moscow, Lomonosov Moscow State University

The paper describes theoretical and practical results obtained by sol-
ving the problem of online handwritten character recognition, using
the smooth criterion proposed by the authors and included in Support
Vector Machine (SVM).

The main objective was an investigation on objects’ feature space
used in SVM, which consists of continuous measurement sequences,
i.e., signals, with nonfixed length.

The role of appropriate constraints, arising from the prior prob-
ability of the training sample which is characterized by the number
of objects comparable to the size of the feature space, has been exa-
mined.

Detailed concept of the heuristic smoothness’ criterion, used as
a regularizer in SVM, with its probabilistic interpretation and use in
signals’ recognition, viewed both in the original space of the statistical
population and in its metric space, is introduced.

Furthermore, this study includes an exploration of the signals’
alignment method, called Dynamic Time Warping, used for construc-
tion of the signals’ metric space [1].

The results obtained from the online handwriting character clas-
sification are performed on simulated data and real data taken from
the samples of UJI Pen Characters Data Set.

[1] Kvasov, A., and Krasotkina O. 2015 (in press). Application of Bayesian
regularization in signal recognition based on Support Vector Machine.

J. Mach. Learn. Data Anal.
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VYnpasneHne CesieKTUBHOCTbIO aHOMaJIbHbIX
Habs1roaeHuii B 00y4eHMNn O4HOK1aCCOBOMY
pacno3HaBaHuio obpa3oB

Jdapun Anercandp Oaezosur’ x ekzeboxQgmail. com
Cepedun Oaez Cepeeesu’ oseredin@yandex.ru
Mommab Badum Bauecaasosuy® vmottl@ccas.ru

'Mocksa, Mockosckmit busuko-rexamaeckuit macruryr (I'Y)
ZTyna, Tynbckuil rocyIapCTBeHHBIH YHUBEPCUTET
3Mocksa, Boraucmuremsupiii mentp uM. A. A. JTopogmumsima PAH

Hawnbosiee momy/isipHbIM METOIOM PEIIeHnAs 33249 00y IeHust
PACIIO3HABAHUIO 0OPA30B 1O 00ydaromieil BEIOOPKE, IPeaCTaB/IeHHONR
00beKTaMK TOJIBKO JIUIIb OJHOIO KJIACCA, SBJISIETCS METO, OMUCa-
HUs JaHHBIX onopHbiMu BekTopamu (SVDD — Support Vector Data
Description), upegoxenuntii /1. Toxcom. Cyrb meroga 3akiodaer-
Cd B OLUCAHUU OOJIBIIMHCTBA BEKTOPOB OOy4Yalomieil COBOKYIIHOCTH
runepcdepoii 3a UCKIIIOYeHUEM OTHOCUTEIHHO HEOOJIBIIOIO YUCIIa, 1A~
JIEKUX PEIKHUX BBIOpOCcOB (outliers).

OcCHOBHOIT HEOCTATOK JAHHOIO METO/IA B TOM, 9TO OH HE 00ec-
[MEYNBAET KOPPEKTHOH CEJIEKINN HETHITHIHBIX 00bEKTOB 00y Jaronieit
COBOKYITHOCTU. DTO CBA3AHO C TEM, YTO UCXOHAS [IOCTAHOBKA 3a/a9H1
Taxca He sBIgeTCH IeOMETPUYECKU BEPHOH, TAK KAK BEJIMYUHA [ITPA-
da momycTUMOro BbIxoa 00HEKTOB 00yYalonieil BHIOOPKHU 3a Mpe/ie-
JIBI OMKCBHIBAIOINIEH runepcdepbl HECOU3MEPUMa, C PACCTOSHUEM 10 €€
[IEHTPA, B ONTUMU3AIMOHHON 3a1a9e.

Hesib pannoit paborbr — moguduramus meroga SVDD ¢ nenbio
YCTPAHUTH €r0 HEAJeKBATHOCTD [IPUPO/I€ MHOI'MX [IPUKJIAIHBIX 38024
[1]. Ipobuiema 3aKiOUaeTCs B TOM, YTO TaKas KOPPEKTUPOBKA 110CTa~
HOBKU 33249 KJIaCCU(PUKAIUU TPUBOIUT K HEOOXOIUMOCTH OMTUMU-
3amuu BBIMYKJIOr0, HO HemuddepeHmpyeMoro kpurepus. B nannoit
paboTe mpeIoyKeH MOIX0 K PEIMIeHUI0 ONTUMU3AIMOHHDBIX 33189 Ta~
KOI'O THIIA.

Pabora nomnepxana rpanramu POOU 14-07-00527-a u 14-37-
50786-Mm01-HD.

[1] Larin A., Seredin O., Kopylov A., Kuo S.-Y., Huang S.-C., Chen B.-H.

Parametric representation of objects in color space using one-class clas-

sifiers // Machine learning and data mining in pattern recognition /

Ed. P.Perner. — Lecture notes in computer science ser. — Switzerland:
Springer International Publishing, 2014. Vol. 8556. P. 300-314.
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Outlier selectivity control in one-class pattern
recognition learning

Larin Alexander!« ekzebox@gmail.com
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'Moscow, Moscow Institute of Physics and Technology (State University)
2Tula, Tula State University
*Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

The Support Vector Data Description (SVDD) method proposed by

D. Tax is one of the most popular methods to solve the problem of

pattern recognition learning in training sets that contain objects of

only one class. The essence of the method is description of the major-
ity of objects in the training set by a hypersphere, except a relatively
small amount of outliers. The main drawback of that method con-
sists in its inability to provide correct selection of atypical objects.

This owes to the fact that the original statement of the optimization

problem proposed by D. Tax is geometrically incorrect, because the

penalty for a point beyond the hypersphere is incommensurable with
its distance to the hypersphere’s center. The aim of this paper is to
modify the SVDD method so as to eliminate its inadequacy to many
applications [1]. The main problem is that such a modification leads
to the necessity to minimize a convex but nondifferentiable training
criterion. In this work, an approach to solve optimization problems
of this kind is proposed.

This research is funded by the Russian Foundation for Basic Re-
search, grants 14-07-00527-a and 14-37-50786-jung.

[1] Larin, A., Seredin O., Kopylov A., Kuo S.-Y., Huang S.-C., and
Chen B.-H. 2014. Parametric representation of objects in color space
using one-class classifiers. Machine learning and data mining in pat-
tern recognition. Ed. P. Perner. Lecture notes in computer science ser.
Switzerland: Springer International Publishing. 8556:300-314.
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NccnepoBaHne v BbIDOpP perpeccrMoHHbIX moaenei
C y4eTOM MOrpewHoOCTN Kak 3aBUCUMBbIX,
TAaK U HE3aBMCUMbIX NepeMeHHbIX

Pydot I'eopeuti Heopesurx 0xd34df00d@gmail . com

Mocksa, Mockosckuit dusuxo-rexungeckuii uacruryr (I'Y)

B xome anamm3a pe3ynbraToB GU3MIECKOTO IKCIEPUMEHTA TPEOy-
€TCs BOCCTAHOBUTH (DYHKITMOHAJIBHYIO 3aBUCHMOCTH MEXKIY H3Mepsi-
€MbIMU BEJIUIUHAMHE, [IPU STOM HEOOXOIMMa BO3MOXKHOCTH IKCIEPT-
HOI MHTEPIPETUPYEMOCTU COOTBETCTBYIOIIEH 3aBUCUMOCTH.

PaccmarpuBaercs kiiacc CymeCcTBEHHO HEJIMHEHHBIX [IapaMerpu-
9eCKUX CyIEepPIIO3UIUil JIeMEHTAPHBIX (DYHKIW, MHOXKECTBO KOTO-
PBIX MOKeT OBITH JIHOO 3apaHee MPEeI0KeHO IKCIEPTAMH, JTU0O0 MO~
POXKJICHO, HALIPUMED, METOJOM CUMBOJILHOI perpeccuu. OHAKO B XO-
sie hU3MIECKOro SKCIEPUMEHTa U3MEPSEMbIe BEJUYUHDL KAK HE3ABH-
CUMble, TaK U 3aBUCUMbIE, M3BECTHDI JIUIIb C HEKOTOPOU KOHEYHOH
T09HOCTHIO0. COOTBETCTBEHHO TPEOYETCs HE TOJIHKO BHIOPATH PErpec-
CHOHHYIO MO/IE/Ib, MUHUMI3UPYIOILYI0 CYMMY KBa/IPATOB PErPECCHOH-
HBIX OCTATKOB, HO W OIEHUTH 3aBUCHMOCTDH BapHUAIIUU €€ apaMeTpPOB
OT BapHUAlluU BXOIHBIX JAHHBIX B PAMKAX HEKOTOPBIX [IPEI0JIO2KEHU
O MOI'PEIIHOCTSX U3MEPEHUA.

Kpome TOr0, HEmOCpPEJACTBEHHO B MPOIECCE MOCTPOEHUS MOJIE/IN
HEOOXOIMMO yYUTHIBATD MOTPEITHOCTA W3MEPEHUs] HE3ABUCHMbBIX IT€-
PEMEHHBIX, JJI 9ero CTAHIAPTHBIN (DYHKIIMOHAJ CPEeTHEKBAIPATAY-
HO omUOKU HE [1O/IXOJUT.

B macrosimeit pabore mpeyiozKeHn KpUTEPUl yCTORIUBOCTH MOJIE-
Jieil, OIKMCHIBAIONIUI 3aBUCHMOCTD BAPHUALUMHU IAPAMETPOB MOJIEIN OT
BapuaIyuu 00yYalOMUX JAHHBIX, U BBOAUTCH (DYHKIIMOHAJ OIIHOKH,
YUIUTHIBAIONIUI TTOTPEITHOCTH U3MEPEHUS HE3aBUCUMbIX TIEPEMEHHBIX,
U COOTBETCTBYIOMIUI aJrOPUTM ONTUMHU3AIUN, OCHOBAHHDBIN HA aJIr0-
purme Jlesenbepra—Mapxsap/ra. IIpe/iozxennplit Meros Takzxke Mo-
k€T ObITh [IPUMEHEH B CJIy4ae Pa3/iudus [OIPELIHOCTH OIIPE/Ie/IeHUs
Kask 10/ 13 GU3NYECKUX BEJIWYNH B PA3JIMIHBIX TOYKaX [1].

[1] Pydou I M. O Bo3moxmuocrm upumenenuss Mmerogos Monre-Kapio

B aHaJM3€ HEJIMHEHHBIX perpecCHOHHbIX Mozeseil // Cubupckuil xKyp-

HaJl BblYUC/IUTeIbHON Maremaruku, 2015 (B neuarn).
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Model selection and analysis
with respect to measurement errors in both free
and dependent variables

Georg Rudoy* 0xd34df00d@gmail . com
Moscow, Moscow Institute of Physics and Technology (State University)

A functional dependency between measured data is to be found dur-
ing physical experiment analysis. It is desirable for the dependency
to be interpretable by experts. For this, a set of nonlinear parametric
superpositions of elementary functions is considered (either induc-
tively generated via, for example, symbolic regression, or proposed
by experts) as the set of candidate regression models.

However, during the physical experiment, the measured values
both independent and dependent are known only to a finite precision.
Thus, it is also required to estimate the dependency of variation of
the selected model parameters on the variation of the learning data,
accounting for measurement errors.

Moreover, during the model selection process (and, in particular,
during parameters optimization), the possible measurement errors of
independent variables should be taken into account. The standard
mean-square error functional does not fit this task since it assumes
zero measurement error of these variables.

This work proposes a model selection criterion called model sta-
bility, describing the dependency of model parameters variation on
learning data variation, and a functional accounting for measurement
errors in both dependent and independent variables along with the
optimization method based on the Levenberg—Marquardt algorithm.
The proposed criterion and method can be also used in case of dif-
ferent measurement errors in various data points [1].

[1] Rudoy, G. 2015 (in press). On applying Monte-Carlo methods to anal-
ysis of non-linear regression models. Numerical Anal. Appl.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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[IpencraBiien HOBBIH PErPECCHOHHBIN METO/I, OCHOBAHHBIN Ha IIO-
CTPOEHUH OITUMAJIbHBIX BBIILYKJIbIX KOMOUHAIMI IPOCTHIX JIMHEHHBIX
perpeccuii 110 meroay naumenbiiux ksajparos (MHK), nocrpoen-
HBIX TI0 UCXO/IHBIM 00bACHSIONINM TIepeMeHHbIM. BhII0 ToKa3aHo, 9To
Ha CaMOM /JieJie OMMMCAHHBIA perpeCCUOHHBIA METO/I SKBUBAJIEHTEH MO-
mudukannn MHK, Briogaroreit qomnomnurenbaoe TpedOBaHUE O CO-
BIIQ/IEHUU 3HAKA PEIPECCHOHHOIO0 napamerpa ¢ koddduinuenrom Kop-
PEeJIAIIN MEZK/Ty COOTBETCTBYIONIEH OODbACHSIONIEH TepeMEeHHON U OT-
kymkoM. Omnucan MeTo ], MOCTPOEHUs ONTHMAJIHHBIX BBITYKJIBIX KOM-
OwmHAIMi, OCHOBAHHBIN HA KOHIEIIINNA HECOKPATUMBIX U HEPACIITHPS-
embIx HaOOpoB. IIpecTaBaeHbr pe3yIbTaThl IKCIIEPUMEHTOB IO CPaB-
HEHUIO Pa3pabOTaHHOIO METOJa C M3BECTHLIM ajaropurmom glmnet.
DKCIepUMEHTBI TOATBepAnIn 3MMEKTUBHOCTD PA3PAbOTAHHOIO Me-
Toza [1].

Pabora moanep:kama rpanTom PO®IU Ne 14-07-00819.

[1] Cewvro O.B., Jokyxun A.A. PerpeccuoHHas MOIeIb, OCHOBAHHAsI

Ha BbIITYKJIbIX KOM6HHRHHHX, MaKCHUMAJIbHO KOppe/IMpyronux ¢ OTKJ/II-

koM // ZKypHaJ1 BBIYUCIUTENbHOM MATEMATUKK 1 MATEMATUIeCKON dbu-

sukwu, 2015. T. 55. Ne3. C. 530-544.
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Regression model based on convex combinations
best correlated with response

Senko Oleg senkoov@mail.ru
Dokukin Alexanderx dalex@ccas.ru

Moscow, Federal Research Center “Computer Science and Control”
of the Russian Academy of Sciences

A new regression method based on constructing optimal convex com-
binations of simple linear regressions of the least squares method
(LSM) built from original regressors is presented. It is shown that in
fact, this regression method is equivalent to a modification of the LSM
including the additional requirement of the coincidence of the sign of
the regression parameter with that of the correlation coefficient be-
tween the corresponding regressor and the response. A method for
constructing optimal convex combinations based on the concept of
nonexpandable irreducible ensembles is described. Results of exper-
iments comparing the developed method with the known glmnet al-
gorithm are presented, which confirm the efficiency of the former [1].
This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00819.
[1] Senko, O., and Dokukin A. 2015. Regression model based on convex

combinations best correlated with response. Comput. Math. Math.
Phys. 55(3):526-539.
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MeTpuyeckasi runoresa KOMNakTHOCTN N MeTOZ,
noTeHumanbHbiX hyHKUNA B Teopun oby4eHus
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B kagecrBe dQyHIaAMEHTAJBHOrO MPUHIININE MAIUHHOIO O00ydYe-
HUs PACCMATPUBACTCHA THIIOTE3a KOMITAKTHOCTH, CHOPMYIUPOBAHHAS
9. M. Bpasepmanom B 1960 r. OHa COCTOUT B MPEIOIOKEHUH Ha-
OstroaTe s, 9T0 OOBEKThI PEAbHOTO MUPA ¢ OJMU3KAME 3HATCHUS-
MU CKPBITOW LEJIeBOil XapaKTePUCTUKKU OJIM3KKU U 110 CBOUM HAOJIIO-
JaeMbIM cBoficTBaM. MbI MOHHMaEM THIOTE3y KOMIIAKTHOCTH B MET-
PUYECKOM CMBICJIE, HHTEPIPETUPYS CXOACTBO B IPOCTPAHCTBE HADJIIO-
JeHnuil KaK MaJioe 3Ha4YeHWe HEKOTOPO MEeTPUKHU, ONPEAe/IEHHOU Ha
MHOKECTBE OOBEKTOB PEAJTHLHOIO0 MUPaA. UTOOBI YCIEITHO PelIaTh 3a-
Jla9i BOCCTAHOBJICHMS 3aBUCUMOCTH MeK1y HabJIl0/1aeMOil U CKPbI-
TOW XapaKTepPUCTUKaMU OObEKTa, HaOIIOAATEeb JOJKEH BBIOPATH
B IIPOCTPAHCTBE HAOJIOACHUI METPUKY, Y/IOBJIECTBOPSIONIYIO THIIOTE-
3¢ KOMIAKTHOCTA. MareMaTudecKuii W aJrOpUTMUYECKUIl aIrmapar
0oby4eHus B IIPOM3BOJILHOM METPUYECKOM I[IPOCTPAHCTBE OCHOBAH HA
€ro MbICJICHHOM IOIPY?KEHHH B IICEB/IOEBKJIA/IOBOE JIMHEIHOe IIPOo-
CTPAHCTBO C IIOCJIEAYIOIIUM IIOCTPOEHUEeM JIMHEeHHbIX, To4dHee, ad-
(UHHBIX PEIMIAOINX MPABUJI, ITOYTH» KAK B OOBITHOM €BKJINIOBOM
npocrpaHcrse [1]. OxHako mpuHATas HabIIOATEIEM METPHKA He BCe-
r71a 00ecIevnBaeT IPUEeMIeMOe JTHHEITHOE ITCEBI0eBKIINI0BOE TPUO,IU-
JKeHue 00beKTUBHO cyniecTBylomieii 3apucumoctu. [Ipeiaraemoe na-
paMerpudeckoe ceMeiicTBO mpeodpa30BaHUil MCXOMHOW METPUKH, SIB-
JIAroneecs: 0000IIeHneM CeMeliCTBa MOTEHITHAIBHBIX (DYHKIINN, pas3-
paborannoro 9. M. BpaBepmanom /111 KOHEIHOMEDHBIX €BKJIMIOBBIX
MPOCTPAHCTB, MPAKTUYECKH CTUPAET PA3IUYINE MEXKIY JIUHEITHBIMEI
1 HEJIMHEHHBbIMEU PelIAIOIIUME [IPABUIAMHE.

Pabora nomnepxana rpanramu POOU 14-07-00527-a u 14-07-
00661-a.

[1] Cepedun O. C., Abpamos B. H., Mommav B. B. A} dunnbie oneparyn

B LICEBAOEBK/IMI0BOM JmmHeiinom upocrpancrse // Ussectua Tyal'V,

Ecrecrsennbie nayku. — Tysa: I3g-so Tynl'V, 2014, Beur. 3. C. 178~
196.
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The metric-based compactness hypothesis and
method of potential functions for machine learning
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The compactness hypothesis formulated by Emmanuil Braverman in
1960 is considered as the fundamental principle of machine learning.
It consists in the observer’s assumption that real-world objects hav-
ing similar values of the hidden goal characteristics should be similar
to each other also by their observable properties. We keep to the
metric-based understanding of the compactness hypothesis, namely,
consider the pairwise observation similarity as a small value of some
metric defined on the set of real-world objects. It is up to the observer
to find a metric that satisfies the compactness hypothesis. The math-
ematical and algorithmic framework of learning in an arbitrary met-
ric space is based on its mental embedding into a pseudo-Euclidean
linear space supplied with linear, to be more exact, affine decision
rules, just “almost” as in a usual Euclidean linear space [1]. However,
it happens often that the metric initially accepted by the observer
does not provide good linear pseudo-Euclidean approximation to the
actual dependence in the set of real-world objects. A parametric fam-
ily of metric transformations, which is proposed in the present work
as a generalization of Braverman’s family of potential function onto
metric spaces, virtually eliminates the difference between linear and
nonlinear decision rules.

This research is funded by the Russian Foundation for Basic Re-
search, grants 14-07-00527-a and 14-07-00661-a.
[1] Seredin, O.S., Abramov V.I., and Mottl V.V. 2014. Affinnye ope-

ratsii v psevdoevklidovom lineynom prostranstve [Affine operations in

a pseudo-Euclidean linear space]. Proceedings of Tula State University,
Natural Sciences. Tula: Tula State University Publs. 3:178-196.
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OT6op npusHakoB B 3agadve knaccudunkaymm
B MOTOKAaX [AaHHbIX NPU CMELLeHNN peLualoLLLero
npaswuna

Typxoe Ilasea Aramonvesurwx pavel.turkov@gmail.com
Kpacomrunra Oavea Bavecaasosha o.v.krasotkina@yandex.ru

Tysa, Tynbckuil rocy1apCTBEHHBIN YHUBEPCUATET

B obnactu pacno3naBanust 00pa30B CyIECTBYET MHOKECTBO 33,184
KJIacCuUKAILMK, CBA3aHHBIX ¢ IOTOKAMU JIAHHBIX. B jaHHO#l crarhe
OCTAHOBUMCS HA TAKUX BAZKHBIX OCODEHHOCTSX JAHHOU MPOOJIEMBL,
Kak OeCKOHeYHAs JJInHA 00y YatoMIeil OCIeI0BATEIbHOCTH, CMEIEHUE
PEIIAoNIero mpasujaa u 0rbop Mpu3HAKOB. Tak Kak MOTOK JAHHBIX
TEOPETUIECKN OECKOHEYEH, XPAHEHWE W WCIIOIb30BAHUE JJIsd 00yUe-
HUsl BCEX PAHEE HOJIyYEeHHBIX JTAHHDIX SABJISETCH HEBO3MOKHbIM. CMe-
IEHUE PEMIAIONIEr0 MPABUIIA SBJISETCS PACIPOCTPAHEHHBIM OCJIOXK-
HEHMEM B 3a/ia4ax O0y9YeHus B HOTOKAX JIAHHBIX, KOTOPOE BO3HUKAET
B pe3y/bTaTe HAJUYINd W3MEHEHUil B HAO/IIOIaeMbIX 00bekTax. B ju-
TepaType, MOCBAIIEHHON BOCCTAHOBJICHUIO 3aBUCHMOCTEH B MOTOKAX
JIAHHBIX, BCTPEYAIOTCS PEIIeHUs] TOJIBKO JJI MEPBBIX ABYX MPOOJIEM,
TOrJIa Kak 3ajada oTbopa MPU3HAKOB OCTAETCH HEPACCMOTPEHHOM.
K coxaenuio, mpuMeHenne KJIaCCHIeCKHX METO/IOB OTOOpa Ipu3Ha-
KOB B IIpOIecce OOyYeHMs OCI0KHEHO CMEIEHUEeM DEeIIafoInero mpa-
Busia. [IpescraBiennas craTbs npe/jiaraeT HOBBIM METO Jjisd 0TOOpa
MPU3HAKOB, OCHOBAHHBINA HA, 0A€COBCKOM IOIXO0/E K 3a/a49€e PaCIo-
3HaBaHUs 00PA30B B MOTOKAX JAHHBIX. [Ipeiokena nepapxudeckast
BEPOSITHOCTHAS MOJIE/Ib JIJIst OLEHKH [1aPAMETPOB PELIAIONIErO IPABH-
JIa, MO3BOJILIONIAs OTOUPATH IPU3HAKU HAPS/LY C OIEHUBAHUEM IApPa-
METPOB PEIaloIero npasuia. 1IpeaioKeHnplii KpUTEPUil SABIISETCS
HECMEITEHHBIM, 00JIa1aeT XOPOITUMHU ODOOIIAOIIUMI U TTPOTHOBUPY-
IOIUME CBOHCTBAME, €10 MAKCUMAJIbHBIH PUCK CTPEMUTCS K KOHEY-
HOMY 3Ha4YeHHIO. DPMEKTUBHOCTD HPEJIOKEHHOTO HOIXO0/1A PO
JIIOCTPUPOBAHA B XOJI€ 9KCIEPUMEHTOB HA, TECTOBBIX M PEAJIbHbBIX JIAH-
HBIX [1].

[1] Turkov P., Krasotkina O. Feature selection in the data stream

classification under concept drift // J. Mach. Learn. Data Anal., 2015

(B neuarn).
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Feature selection in the data stream classification
under concept drift
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Tula, Tula State University

Data stream classification poses many challenges to the data min-
ing community. In this paper, such major challenges, namely, infi-
nite length, concept drift, and feature selection, are addressed. Since
a data stream is theoretically infinite in length, it is impractical to
store and use all the historical data for training. Concept drift is
a common phenomenon in data streams, which occurs as a result of
changes in the underlying concepts. Most existing data stream clas-
sification techniques address only the first two challenges and ignore
the feature selection. The concept drift makes difficulties for apply-
ing classical feature selection methods in the learning procedure. This
paper proposes the new Bayesian framework to feature selection in
pattern recognition problem under concept drift. The hierarchical
probability model is suggested for decision rule parameters estima-
tion with sparse regularization. The proposed shrinkage criterion is
unbiased, has grouping and oracle properties, and its maximal risk di-
verges to a finite value. Experimental results show that the proposed
framework is competitive on both simulated data and publicity avail-
iable real data [1].

[1]] Turkov, P., and Krasotkina O. 2015 (in press). Feature selection in the

data stream classification under concept drift. J. Mach. Learn. Data
Anal.
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HoBblie paccTtosiHust 1 mepbl JOCTOBEPHOCTU
ansa dopmyn norukn Jlykacesm4da B Knacrepusauunm
JIOFMYEeCKNX BbiCKa3biBaHUM 0a3bl 3HAHWUI

Buxenwmwves Aaexcandp Aaexcandposun'’ vikent@math.nsc.ru
Depenosa Banepus Banepveera’x lexsiyaren@yandex.ru
'Hosocubupck, Mucruryr maremaruku um. C. JI. CoGosesa CO PAH
?Hosocubupcx, HoBocubupckmit rocyapCTBeHHbIl yHABEPCHTET

Paccmorpena ogHa w3 aKTyabHBIX 33/1a9, BOSHUKINAS HA, CTHIKE
TEOPUU AHAJIN33 JAHHDBIX, UCKYCCTBEHHOI'O WHTEJIJIEKTA U MaTEeMAaTHU-
YeCKOMN JIOTMKHM — 33/1a498 AHAJIU3a IKCIEPTHBIX JIOTMYECKUX BbICKA-
3piBaHuil u3 0a3bl 3HaHuil. J[aHHOE HAIpaB/IEHHEe PA3BUBAJIOCH B Pa-
oorax I'. C. JIoosa, H.T'. Baropyiiko, A. A. BukenTbeBa u uX KOJLJIET.
B nannoit pabore paccMaTpuBalOTCs JIOTHIECKNE BHICKA3BIBAHUS IKC-
IEPTOB, MPE/ICTABIEHHBIE B BUIE (hOPMYJ n-3HAUHOIM jjorukn JIykace-
Bu4va. llousTHO, 4TO pazyinynble BHICKA3bIBAHUA HECYT B cebe pa3Hoe
kosimgectBo uapopmaiuu. CremoBareibHO, BOSHUKAET BOIPOC 00 UxX
cpapHenuu 110 UH(MOPMATUBHOCTH M, KAK CJEJACTBUE, UX PAHKHUPO-
Banuu. /{yis Kjaacrepusanuy 3HAHW, TOCTPOCHUS PEIIaionux BhyHK-
nuit Ha OCHOBE (POPMYJT HY?KHO BBECTU PACCTOSHUS MEXKIy (HDOpMY-
sgamu. C IIpUBJIEYEHHEM TEOPUU MOJEJIEH OLPeIeIsiOTCs HOBbIE Pac-
crogaust Mexkay dopmyramu, obobraonue n3BecTHbe. JloKa3aHb
CBOIICTBA METPUKHU I PACCTOAHUN U MePbl HETPUBUAIBLHOCTU; OHU
YUIUTHIBAIOT MHOTO3HAIHOCTD, CXOXKHU CO CBOMCTBAMU BEJIUIUH ITPE/IbI-
JYIIUX PACCTOSAHUI s JIOTWK JIyKaceBwda, OTBEYAIOT HA, BOIIPOCHI
I.C. JIboBa m TpHUMEHSIOTCS B AJTOPUTMAX KJIaCTepU3aluh pop-
MyJI. ABropaMu BBE/IEHBI HOBbIE DACCTOSHUS W MEPbl HETPUBUAJIb-
moctu i POpMys n-3HAYUHOM joruku Jlykacesmda, /1I0Ka3aHbl UX
cBoiicTBa. Takzke ObLT aJANTUPOBAH UEPAPXUIECKUN AJTOPUTM KJIaC-
Tepm3aruu [1].

[IpuBeaeHbr TPUMEPHI KJTACTEPU3AIUN JJI8 PASIAIHBIX 71 U TTOKa~
3aHbl UX PA3JIMYMs, HAIIKCAHO PaboUee java-IIPUIoKeHue.

Pabora sbmonnena npu nompuepkke PODU, npoexrsr 14-07-
00851a u 14-07-00249a.

[1] Vikent’ev A. A. Concerning distances and degrees of uncertainty for
many-valued expert statements and application of those concepts in

pattern recognition and clustering // Pattern Recogn. Image Anal.,
2014. Vol. 24. No. 4. P. 489-501.
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of the Russian Academy of Sciences
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A topical problem on the border between data analysis, artificial in-
telligence, and mathematical logic has been considered: the analy-
sis of databases of expert’s statements. This area was developed by
G.S. Lbov, N. G. Zagorujko, A. A. Vikent’ev, and their colleagues.

The presenrt authors consider expert’s logical statements rep-
resented by formulas of the n-valued formulas of Lukasievicz logic.
Clearly, different propositions can carry different amounts of infor-
mation and it follows that the ranking of these statements by their
informativeness becomes an interesting problem. The distances be-
tween formulas are considered as one of the tools for clusterization of
knowledge and constructing deciding functions. Using model theory,
new distances between formulas can be produced which generalize
the already known ones. Some properties of metrics for such dis-
tances and of the measure of nontriviality have been proven; they
take into account the many-valuedness of the logic, are similar to
the previously studied distances for Lukasievicz logic, answer some
questions by G.S. Lbov, and are used in the clusterization algorithms
for formulas. The authors introduce new distances and nontriviality
measures for the formulas of the n-valued Lukasievicz logic and prove
some of their properties. Also, the hierarchic clusterization algorithm
has been adapted [1].

The authors present some examples for various n and discuss the
differences between them. Also, a working java application has been
developed.

The research was supported by the Russian Foundation for Basic
Research, projects 14-07-00851a and 14-07-00249a.

[1] Vikent’ev, A. 2014. Concerning distances and degrees of uncertainty
for many-valued expert statements and application of those concepts

in pattern recognition and clustering. Pattern Recogn. Image Anal.
24(4):489-501.
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Bonpocbl 3hchekTMBHOCTU NOrn4ecknx KOPpPekTopos
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ITpoxogpves IIémp Anexcardposurx p_prok@mail.ru

Mocksa, Beraunciurenbusiii nenrp nm. A. A. Toponuunpina PAH

O/ HUM M3 OCHOBHbBIX HOHATUIN, UCIOJIB3YEMbIX JIJisi HOCTPOCHUS
KOPPEKTHBIX PACIO3HAIONIMX MPOIEIYD, SIBIAETCS MOHATHE JIEMEH-
TapHOro Kiaccuduraropa (37.Kj.). DieMeHTapHblil Kjaccuduka-
TOP — 9TO JJIEMEHTAPHAs KOHBIOHKIIN, OMPEIe/IeHHAS HA, [EJI0UNC-
JIEHHBIX [IPU3HAKOBBIX OLUCAHUAX 00beKTOB. Eciin Ha onucanun Heko-
TOPOro OOBEKTA HJIEMEHTAPHAS KOH'BIOHKIMS OOPAIACTCS B /MHHUILY,
TO TOBOPAT, YTO ITOT OOBEKT COJAEPIKUT JAHHBIA JI.KJI. DJIeMEeHTap-
HBII KIaccudUKaTOp pa3andaer A8a 00bEKTa, €CIU OJWH O0BEKT CO-
JIEPIKUT, & JAPYTOHl HE COMEPIKUT JAHHBIN IJI.KJI. DJIEMEHTAPHBIH KJ1AC-
cuduKaTOp HA3BIBALTCA KOPPEKTHBIM JjIs KJtacca K, ecomm Jii00bIe 18a
oby4aromux 00beKTa, OJINH U3 KOTOPBIX IpuHamexkuT K, a npyroit
He npuHaIeKuT K, OJHOBPEMEHHO HE COJAEPIKAT JAHHBIA 3JI.KJI.

Knaccnaecknit jormdecknii aHaJu3 JAHHBIX B PACITO3HABAHUU
OCHOBAH Ha MOCTPOEHUU CEMENCTB U3 KOPPEKTHHIX 31.KJI. CyrecTBy-
IOT CJIOYKHBIE 3a/a9H, KOIJIa, HE YIAeTCS HANUTH [TOCTATOYHOE KOJIU-
9ecTBO MH(MOPMATUBHBIX KOPPEKTHBIX I.K1. [lomobuas curyarums
BO3HHMKAET, HAIPHUMED, B CJIy4ae, KOIJIA KAXKJ/bIA MPU3HAK HMEeT
CAMMIKOM MHOrO 3uadenuii. Oun u3 crocoboB perrenus npodaeMbl —
MCIIOJIb30BAHUE PACIO3HAIONIMX IPOIEIYP, OCHOBAHHBIX HA ITOCTPOEe-
HUM CeMeiiCTB KOPPEKTHBIX HaOOPOB /I.KJI. (JIOTUYEeCKUX KOPPEKTO-
pos). Habop su.ki. U nasbiBaercs KOppekTHbiM Jyis Kiacca K, ec-
J iyt Jii000# mapbl 00y Yaronux 00bEeKTOB, B KOTOPOIl OuH 00bEKT
u3 K, npyroit ne u3 K, B U cymecrByer 3/1.Kj., pa3andaioniuii 3Tu
OOBEKTHI.

B [1] mpuBoAsATCS HOBbIE DE3YIbTATHI, KACAIOIIHECH MOBBIIIE-
HUs PACIO3HAIONIEN CIIOCOOHOCTH W CKOPOCTU O0yYeHUs JIOTHIECKUX
koppekTopos. Crpourcsd MOMEIb JOIMMYECKOro KOPPEKTopa, Oasu-
pytomasica Ha 60see 00IIEeM MOHATHH KOPPEKTHOIO HADOPa IJ1.KJT.

Pabora vacruuno noepkana rpanravmu POOI Ne 13-01-00787-a,
n Ne14-07-00819-a u rpanTom mpe3uaenta PO HIII-4908.2014.1.

[1] Zrwxosa E. B., 2Kypaeaée FO. H., IIpoxopves II. A. Meronpl nosbiie-

Hus 9P HEKTUBHOCTU JIOTUYECKUX KOppeKTopos // Mammuuoe 06yude-

HUe U aHam3 JaHHbX, 2015 (B meuarn).
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One of the key concepts used to build the correct recognition proce-
dures is the concept of elementary classifier (EC). Elementary clas-
sifier is an elementary conjunction defined on integer attributive de-
scriptions of objects. If EC refers to 1 by the description of the object
S, one say that object S contains EC. The objects S’ and S” are
discriminated by EC, if exactly one of these objects contains it. Ele-
mentary classifier is correct for the class K, if between any training
objects S’ € K and S ¢ K either S’ or S” does not contain it.

Classical logical analysis of data by correct recognition is based
upon the construction of correct EC families. There are challenges
that cannot find a sufficient number of correct informative EC. Such
situation arises, for example, in the task where attribute domains are
too large. One way to solve the problem is to build the recognition
procedures based on the construction of correct EC sets families (lo-
gical correctors). Set of EC U is correct for the class K if for any
training objects S’ € K and S§” ¢ K, there exists EC that belongs
to U by which S and S” are discriminated.

There are some new results concerning the improvement of recog-
nition power and learning speed of logical correctors in [1]. The model
of the logical corrector based on a more general concept of a correct
set of EC is built.

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-01-00787-a and 14-07-00819-a and the President’s
of Russia grant SS-4908.2014.1.

[1] Djukova, E. V., Zhuravlev Yu.l., and Prokofjev P. A. 2015 (in press).

Methods to improve the effectiveness of logical correctors. J. Mach.

Learn. Data Anal.
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006 3cdekTnBHLIX NapasnsiesibHbIX aCUMNTOTUYECKN
ONTUMAabHbIX aNropuTMax gyaan3auunmn
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um. M. B. Jlomonocosa, ®akyasrer BMK

Oauoit u3 hyHIAMEHTAIBHBIX 33/1a49 JUCKPETHON MATEMATHKY B~
JIAETCH JIyaJin3anys, KOTopas B MaTPUIHON (DOPMYJIUPOBKE 3BYHUHUT
KaK 3a/a4a 1OCTPOeHUst (1IePEeUUC/IeHUst) BCEX HELPUBOAUMbIX 110-
KpbITHiT OyJIeBOI MATPUIIHI.

Kak mpaBuiio, 9uc/I0 pentennii IyaJn3alnd PacTeT IKCIOHEHIIN-
AJTBHO C POCTOM PA3MEPOB BXOJHBIX JAHHBIX, MOITOMY aKTYyaJbHBIM
ABJISETCH MCIIOJIb30BAHUE 1APAJIICIbHBIX BbIYUCIECHUA.

OCHOBHBIM PE3YJILTATOM HACTOSIIEH PAbOThI SABJISETCH PA3BUTHE
paHHee IMPEe/JIOKEHHOTO aBTOPAMU MMOJX0Ma K HMOCTPOeHHIO dddex-
TUBHBIX TapPaJJIeIbHBIX AJITOPUTMOB ayanu3anuu. [loaxon ocHoBan
Ha CTATUCTUYECKUX ONEHKAX 00bEMOB BBIYUC/IUTE/IHHBIX M0/133/1a4.

B pamkax paccmarpuBaemoro no/jxozia pazpadoraHa HOBasd CXe-
Ma PacHapasIeuBAHIA ACUMIITOTHYECKU OIITUMAJIbHBIX aJIOPUTMOB
JyaJIn3anyu, M03BOJIAIONIAsA CHU3UTh BPEMEHHbIE 3aTPAaThl HA [IOJIY-
deHne CTATUCTUIECKUX ITAHHBIX. Pacnpenesenne BBITUCIUTETHHBIX
TIO/I337a OCYTIIECTBIIAETCA COTJIACHO 3apaHee COCTABICHHOMY PaCIIu-
caamio. g cocTaBeHnsl yKa3aHHOTO DPACITUCAHUS yCTAHABIMBAET-
¢4 BUJL paclpejesieHud CaydaiHoi BeJIuYuHbl, UCIIOIb3YIOIeicd J1id
OomneHKr 0OBEMOB 0/33/a4, U ONTUMU3UPYETCH YPOBEHb 3arpy3Ku
nporeccopoB. Cxema npuMeHeHa K DaclapasijieIMBaHUI0 ACHMIITO-
tudecku onruMabHoro ajropurma RUNC-M ([Tiokosa E. B., IIpo-
kodbes I1. A., 2014). BoisaB/ienbl yc/a0BuUs, IpU KOTOPBIX NAPAJIIEIb-
nas Bepcus anropurma RUNC-M gemoncrpupyer J10CTaTroqHO paBHO-
MEPHYIO 3arpy3Ky IIPOLECCOPOB U yCKOpeHue, 6iin3Koe K MaKCUMAJIb-
nomy [1].

Pabora gactuano nmogaep:xena rpanramu POOU Ne 13-01-00787-a
n Ne14-07-00819-a u rpanTom mpesumenta PO HIII-4908.2014.1.

[1] Arwxosa E. B., Hukugopos A.I. O6 s¢dpdexrusHOM pactapaJiiensa-
HUM JrOPUTMOB /I8l JUCKPETHBIX [I€PEeIuC/aInTebHbx 32021 // Ma-
mmHHOEe O0yveHme m amaim3 maHabix, 2015 (B mewarm). T. 1. Ne.13.
jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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Dualization is a fundamental problem in discrete mathematics and
consists in enumeration of a given boolean matrix irreducible cover-
ings.

As a rule, the number of irreducible coverings is exponential in the
input matrix size. Therefore, it is essential to use parallel computing.

The basic result of the present paper is development of the ap-
proach to efficient parallel dualization algorithms elaboration, for-
merly suggested by the authors. The approach is based on statistical
estimates for computational tasks size.

A new parallel scheme for asymptotically optimal dualization al-
gorithms is developed, reducing time costs on statistical data col-
lection. Task distribution is performed according to a timesheet set
up in advance. For this purpose, a distribution of random variable,
used for tasks size estimation, is fitted and the processor load level
is optimized. A parallel scheme is applied to an asymptotically op-
timal algorithm RUNC-M (Djukova E., Prokofjev P., 2014). There
are found conditions when parallel version of RUNC-M demonstrates
a balanced processor load and almost maximal speedup [1].

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-01-00787-a and 14-07-00819-a and the President’s
of Russia grant SS-4908.2014.1.

[1] Djukova, E., and Nikiforov A. 2015 (in press). On efficient parallelizing
of the algorithms for discrete enumeration problems. J. Mach. Learn.

Data Anal. 1(13). jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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006 opHoli 3agade knacrtepusauynm Ha rpadpe
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Owmck, OMcKuit rocy1apCTBEHHBI yHIBEPCUTET

B sadaue kaacmepusayuu Tpebyercsa pa30uTh 3aaHHOE MHOXKE-
CTBO OOBEKTOB Ha HECKOJIBKO IIOIMHOMKECTB (KAGCMepos) TOJIbKO Ha
OCHOBE CXOJICTBA OOBEKTOB JIPYT C ApyroM. B Teopuu pacro3HaBaHus
00pa30B U B MAIIMHHOM OOYYEHHU 3a/a9M KJIACTEPU3AIUU OTHOCHT
K pazzaeny obyuenus 6e3 ywumens. Hapsiiy ¢ aTuM paccMarpuBaioTcs
TaKzXKe 3a004U KAGCTNEPUIAUUL C YACTNUYHBIM 00YHeHUeM, B KOTOPBIX
4aCcTh OObEKTOB M3HAYAJIBHO PACIPEIEICHA M0 KIACTEPAM.

Onmoit m3 HanboIee HATIASHBIX (hpOpMaATU3aINii 38129 KIaCTePH-
3allUU B3aUMOCBA3aHHBIX OObEKTOB SBJILETCs 340440 ANNPOKCUMAUUL
epagpa (win 3adaua Kaacmepusayuy ma epage), B KOropoil rpedyer-
¢ pa3dbUTb MHOYKECTBO BEPIIWH HA, KJIACTEPHI C y4eTOoM pebepHOit
cTpyKTyphl. I'pad HA3BIBAETCS KAGCMEPHbIM 2Padom, €CI KayKaast
€ro KOMITOHEHTa, CBA3HOCTH ABJIsieTCsd moJHbIM rpadom. Obo3HadnM
gepe3 M (V) MHOXKECTBO BCeX KJIaCTepHBbIX rpadoB Ha MHOKECTBE
Bepiut V', cojepzKalux POBHO Kk HEIYyCThIX KOMIIOHEHT CBA3HOCTU,
2< k< |V]. Ecmu Gy =(V,E1) u Gy = (V, E2) — rpadsr Ha 0HOM
U TOM K€ MHOYKECTBE BepIiuH V', TO paccmoanue MKy HUME OIpe-
nensierca kKak p(G1,Ga) = |E1 \ Ea| + |Ea \ E1.

PaccMoTpuM crienyrontyio 3a/1ady KaacTepu3anni Ha rpade.

Bamaua A, Jdan obbiknosennsiii rpadg G = (V, E), nemnoe uc-
10 k, 2 <k <|V|, u muoxecrso X = {z1,...,2,} CV, rae x; # z;
npu i # j. Tpebyerca maiitu Takoit rpad M* € My (V), aro

G, M*) = i G, M
p(G, M™) Me%fw)p( , M),

re MUHUMYM Oepercs Mo BCeM KJiacTepHbIM Trpadam M, B KOTOPBIX
x; € V. Buecy V; — i-it kuacrep (komuonenra cs3uocru) rpada M,
1=1,...,k.

JokazaHo, 9TO 331994 AI apisiercss NP-Tpymmoit st s11060ro
bukcnposammoro k > 2. Jljia 3amaqu A mpeyiosKeH MOTHHOMEAATH-
HbIT 3-mpUOIMKeHHbIH agropur™ [1].

Pabora mognepxana rpaarom PH® Ne15-11-10009.

[1] Haves B.II., Havesa C./]. O 3amauax kiacrepusanuu Ha rpadax //

Becruuk Omckoro ynusepcurera. — Owmck: U3a-s8o OMI'Y, 2015 (B we-

qarnm).
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On a graph clustering problem

Il’ev Victorx iljev@mail.ru
Il’eva Svetlana iljeva@mail.ru

Omsk, Omsk State University

The objective of the clustering problem is to partition the objects
(data elements) into a family of subsets (i.e., clusters) such that
the objects within a cluster are more similar to one another than
the objects in different clusters. In pattern recognition and machine
learning, clustering methods fall under the section of unsupervised
learning. At the same time, semisupervised clustering methods use
limited supervision. For example, relatively few objects are labeled
(i.e., are assigned to clusters), whereas a large number of objects are
unlabeled.

One of the most visual formalizations of clustering is the graph
approzimation problem (or graph clustering), that is, grouping the
vertices of a graph into clusters taking into consideration the edge
structure of the graph. A graph is called a cluster graph if each of
its connected components is a complete graph. Denote by M (V)
the set of all cluster graphs on vertex set V consisting of exactly k
nonempty connected components, 2 < k < |[V|. If G; = (V, E;) and
G2 = (V, Ey) are the graphs on the same vertex set V, then the
distance between them is defined as p(G1,Ga) = |E1 \ Es| +|E2 \ E1].

Let consider the following graph clustering problem.

Problem A,. Given a graph G = (V,E), an integer k,
2<k<|V],and aset X = {x1,..., 25} CV (x; # x; unless i = j),
find a graph M* € My (V) such that

n .
p(G, M") Meﬂﬁ?(v)p(G, M)
where minimum is taken over all cluster graphs M such that x; € V;,
it =1,...,k, with V; beeing the ith cluster (connected component) of
graph M.

It has been proved that problem AI is NP-hard for each fixed
integer k > 2. For problem A, 3-approximation polynomial-time al-
gorithm has been proposed [1].

This research is funded by the Russian Science Foundation, grant
15-11-10009.

[1] ev, V.P., and I’eva S.D. 2015 (in press). O zadachakh klasterizatsii
na grafakh [On graph clustering problems|. Vestnik Omskogo Univer-
siteta [Bulletin of Omsk University].
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KombunHaTopHble oueHKn nepeody4eHus
O4HOMEpPHbIX MOPOroBbIX KiaaccndnkaTopos

Hwxurna Hlaypa Xabuposrax shaurushka@gmail.com

Mocksa, Berauciurenbusiii mentp uM. A. A. Topoaaunsiana PAH

OHOMEpHBIE TIOPOTrOBbIE KJIACCU(DUKATOPHI MPUMEHAIOTCHA I
OMHApU3ANUY JAHHBIX IIPW MOCTPOEHUU JIOTHIECKUX 3aKOHOMEPHO-
CTeil W PEImaoNIuX JIePEeBbEB, a TAKXKE B KAYECTBE PEIIAlOIero mpa-
BUJIA B MOJE/ISX KJIACCU(PUKALMKU C BEIIECTBEHHON JIMCKPUMUHAHT-
Hoit ¢pyukmueii. B manmoit pabore mojydeHbl TOYHbIE OINEHKH 0000-
MAOMIEH CIIOCOOHOCTH I JAHHOTO CceMeiicTBa KIacCHPUKATOPOB
B paMKax KOMOWHATOPHON TEOpUU MePeodyIeHus .

HemocpencrBenHoe BBIYUCIEHNE KOMOMHATOPHBIX OIEHOK 0000-
LWAMOMIEH CIIOCODHOCTU 110 OLPEIEJEHUIO UMEET 3KCIOHEHIUAIbHYIO
CJ02KHOCTD. [Ipesjiaraercs aJirOpuTM BbIYUC/IEHUA BEPOATHOCTHU lI€-
peodydeHus U 02KKAAEMOM 4aCcTOThl OLIMOOK CKOJIb3SIIEr0 KOHTPOJIs
3a mosmHOMHIaIbHOE Bpems O(£9), rae £ — obbem BuIGOpKH. Pacevmar-
PUBAIOTCS 7B BAPUAHTA AJITOPUTMA: /I KOJUIECTBEHHOTO TPU3HA~
Ka, TPUHUMAIOIIEr0 MOMaPHO PA3IUYHbIE 3HAYEHUS HA O0bEKTaX BbI-
OOpKHU, ¥ JJIsi HOMUHAJILHOIO HPU3HAKA, WH/YUPYOIIEr0 BapUually-
OHHDIN PAJ, CO CBA3KAMU.

AJropuT™M OCHOBAH Ha PEKYPPEHTHOM MOJCYETe YUCIIa, JOMYCTH-
MBIX TPACKTOPUI Mpu OJIyKIAHUN IO TPEXMEPHON CeTKE MEXKIY IBY-
Ms 33TAaHHBIMU TOYKAMHU C OPAHUYEHUSIME CIENUAJIHHOIO BUJIA.

[Tosyyennbie OLEHKK [PUMEHEHbL B KadecrBe Kpurepus 0Tdopa
LPU3HAKOB JIjIsl PELeHUs] IIPUKJ/IAIHON 388491 AUarHOCTUKK 3a00J1e-
BAHUI BHYTPEHHUX OPLAaHOB YeJIOBEKa MeTOJaMu MH(MOPMAaLUOHHOIO
aHaIM3a JIeKTpoKapanocuraaiao mo B. M. Ycnenckowmy. [lokazano,
9TO MPU MAJBIX 00bemMax O0ydJaroleil BBIOOPKU [1JIsi HEKOTOPBIX 3a-
60JieBaHUIl JIAHHBIE OLEHKH I03BOJIAIOT II0JyYUTb MEHEe CJIOKHYIO
MOzI€eJIb 11pU 60J1ee BHICOKON TOYHOCTU JuardHocTuku [1].

Pabora nognepxana PODU, rpant Ne 14-07-00847.

[1] Hwruna II. X. Kombunaropube OneHKYU 1epeoby aeHns opOroBbIx pe-
maiomux npasui // Ydbumckuii Mmaremarndeckuii xypHai, 2015 (B me-
qarnm).
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Combinatorial bounds of overfitting for threshold
decision rules

Ishkina Shaurax shaurushka@gmail.com

Moscow, Dorodnicyn Computing Centre of the Russian Academy
of Sciences

One-dimensional threshold decision rules are widely used in super-
vised learning as data binarization functions, building blocks for de-
cision trees and conjunction rules, and decision functions for real-
valued classifiers. In this work, combinatorial generalization bounds
have been obtained for learning threshold decision rules via empirical
risk minimization.

The direct computation of the probability of overfitting in com-
binatorial theory of overfitting has an exponential time complexity
in the size of the dataset £. The author proposes an algorithm that
computes an exact upper bound of the probability of overfitting in
polynomial time O(£°). Two versions of the algorithm, both for con-
tinuous and discrete features have been considered.

The algorithms exploit the isomorphism between the set of par-
titions of the dataset into training and testing subsets that suffer
from overfitting, and the set of paths of the constrained random
walk on three-dimensional lattice. The algorithm calculates recur-
sively the number of admissible paths that connect two fixed points
of the lattice.

The overfitting bounds have been used as a feature selection cri-
terion for Naive Bayes linear classifier. The experiments were carried
out on the set of 600 cardiosycle electrocardiogram records labeled
by diagnoses of 18 internal diseases. The features were extracted as
frequencies of 216 patterns of heart rate variability covering 4 neigh-
boring cardiocycles, according to the information analysis of ECG-
signals proposed by V.M. Uspenskiy. It is shown that combinatorial
bounds lead to a more accurate and less complicated classification
models [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00847.

[1] Ishkina Sh. 2015 (in press). Combinatorial bounds of overfitting for

threshold decision rules. Ufa Math. J.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



78 JIMCKpETHO-JIOTHYeCKAe MeTOAbI KJIACCU(DUKAIUN

3apaya orgenumoctu (separation problem) onophbix
HepaBeHCTB A1 3aa4un annpokcumauun rpada

Kononos Anexcandp Benuamurosuw' alvenko@math.nsc.ru
Cumanues Pycaan FOpvesuw’>x
Ypasoea Huna Baadumuposna®

osiman@rambler.ru
urazovainn@mail.ru
'Hosocubupck, Mucruryr maremaruku um. C. JI. CoGosesa CO PAH
20mcek, Omckmit mayunsii nearp CO PAH
30mck, OMckmit rocymapersennsii yausepeuTer m. ©. M. J0cTOeBCKOro
IMycrs K,, = (V, E) — nouublii neopuenruposanublii rpad 6e3
neresib 1 Kparubix pebep. Ocrosubiit noarpad H C K, naspiBaercs
M-rpacdom, eciiu Kaxk/as ero KOMIIOHEHTa CBA3HOCTH SABJIAETCH KJIU-
xoit. [Ipu 3TOM mOJsTaraem, 9To OJHOBEPIUHHBIA Ipad TaKKe KJIUKA.
Muozxkecrso Bcex M-rpados B K,, o6o3naaum uepes u(V).
Bekropom mnnumentuit mpon3sosabaoro rpadga D C K, 6e3 u3o-
JIMPOBAHHBIX BEPLIKH HasbiBaercs ekrop r” € RF ¢ komnonenramu

D 1 mnpmee ED;
© 0 mnpue¢ED.
Muororpanuukom M-rpadoB O6yieM Ha3bIBATH MHOYKECTBO
P, = conv {z" € R¥|H € n(V)} .

B [1] nocrpoen kiace oopubix HepaBeHeTB (k-1apaliioTbl) OTHO-
CUTEJIbHO MHOTOIPDAHHUKA P, OIMCAHBL YCJIOBUs, IPU KOTOPBIX MO~
JIy9EeHHbIE HEPABEHCTBA ABJAIOTCH (DACETHBIMU.

[Ipn wmcronb30BaHUN OMOPHBIX HEPABEHCTB B KadecTBE OTCEKa-
IOIMKUX TJIOCKOCTEl Ha TepeaHnil MJIaH BBIXOIUT 33aa4a WIACHTH(N-
kanuu (separation problem), KoTopas cOCTOUT B TOM, 4TOOBI HAWTH
B 3a/IAHHOM KJIACCE HEPABEHCTBO, OTCEKAIOIIEE JIAHHYIO HEIEI0IUC-
JIEHHYIO TOYKY, JU0OO JIOKA3aTh, 9TO B ITOM KJIACCE TAKOIO HEPABEH-
crBa HeT. B HacTosimeil pabore MoJyyueH Cieayonuii pe3yibTar.

Teopema. 3ajaua nieHTU(UKAIME HEPABEHCTB, WH/LYIMPOBAH-
HBIX k-TIapaloTaMu, OTHOCUTEIbHO MHOIOI'DAHHUKA 331441 alllIPOK-
cumarnuu rpagos NP-tpymma.

[1] Cumanues P. IO., ¥Ypasosa H. B. O rpansax MHOrOIPAHHUKA 33,11 All-
npoxkcumanuu rpados // JTuckper. ananus3 u uccae 0BaHue onepanuii,
2015. T. 22. Ne2. C. 86-101. http://math.nsc.ru/publishing/DAOR/
2_15.html.
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On separation problem of same support inequalities
class for M -graphs polytope

Kononov Alexandr! alvenko@math.nsc.ru
Simanchev Ruslan®>x osiman@rambler.ru
Urazova Innd® urazovainn@mail.ru
Novosibirsk, Sobolev Institute of Mathematics of the Siberian Branch
of the Russian Academy of Sciences
20msk, Omsk Scientific Center of the Siberian Branch of the Russian
Academy of Sciences

30msk, Omsk State University

Let K,, = (V, E) is usual complete graph without loops and multiple
edges with the vertex set V and edge set E. Spanning subgraph H
C K, is called M-graph if each its connected component is a clique.
It is assumed that one-vertex graph is clique too. The set of all
M-graphs of K, let denote u(V).

Let RF is the space of column vectors and axes of this space
are in one-to-one correspondence with an edge E. For each subgraph
H C K,, let define its incidence vector as (0, 1)-vector 1 € R with
the components

o 1, ifee EH;
x =
0 otherwise.

The M-graphs polytope is the set defined as
P, = conv{z € RE|H € u(V)}.

In [1], a class of support inequalities (k-parachutes) was described
with respect to P,,. Moreover, the conditions under which these in-
equalities are facet have been also described.

The support inequalities have been used in the cutting plane pro-
cedures. Here, the separation problem becomes very important. The
separation problem is as follows. Given a point in RF and a class
of support inequalities for P, . Either find the inequality of this class
which separates point and P,, or prove that there is no such inequality
in this class. In this paper, the following result is obtained.

Theorem. The separation problem for k-parachute inequalities
and M-graphs polytope is NP-hard.

[1] Simanchev, R.Yu., and Urazova I.V. 2015. On the polytope faces of the
graph approximation problem. J. Appl. Ind. Math. 9(2):283-291.
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!Mocksa, MucTuTyT crcTeMuoro mporpamvuposanus PAH
2Mocksa, Jliokcodr Poccust
3Mocksa, Boraucaurensabiii nearp um. A. A. Joposuuupina PAH

[Ipeyto2keH OCHOBAHHDIN HA AJTOPUTME BBIYUCICHUSA OIEHOK Me-
TOJ paclO3HABAHUSA 00PA30B B YCIOBUAX HE(PUKCHPOBAHHOTO HAOOPA
[PU3HAKOB, HEIIOJTHOTHI HADOPOB [PU3HAKOB JIJIst OTJAE/IbHBIX OObEeK-
TOB, PA3HbIX HAOOPOB IPHU3HAKOB /I PA3HBIX KJIACCOB, BO3MOXKHO-
T'0 MOSIBJIGHUST HOBBIX KJ1acCOB. [Ijis OIeHKN 00bEKTOB UCIIO/Ib3YIOTCS
MIPOEKINY KJIACCOB HA, MOAMPOCTPAHCTBA IPU3HAKOB, 3HAYEHUS KOTO-
PBIX U3BECTHBI /U151 9TUX 00beKTOB. Kitacchr, B mepecedenne KOTOPhIX
nomagaeT 00beKT, 00Pa3yIoT Tak HA3bIBAEMbIH quddpepenuabHbIi
psz, oobexra. [IpeoxKen moaxo/1 K MOCTPOEHUIO OMOPHBIX MHOZKECTB
JIJTsl OT/IEJIbHBIX KJIACCOB HA OCHOBE AHAJIU3A [IPEIEIEHTOB, OIPe/1ee-
HUs MepbI OJIM30CTH JJIs MOJTHOCTHIO U HE MOJIHOCTHIO OIIPEIeIeHHBIX
BEKTOPOB MPU3HAKOB U PACIIMPEHUs O0YyJaIONnX BHIOOPOK 33 CUeT
JIO0ABJIEHUs] K HUM CJIy4aeB DelleHus 3ajadu pactiosuaBanus. [Ipu
[IOCTPOEHUU OHOPHBIX MHOXKECTB B yCJOBHUSX HEIMOJHOTHI OMUCAHUI
UCIOJIb3YeTCs OPUIUHAJIbHASL [IPOLE/YPa IPOCIUPOBAHUS U BbLIEJE-
Hus HMOPMATUBHBIX MOAIIPOCTPAHCTB MpU3HAKOB. [j1st peasm3aun
MIPE/JTIOZKEHHOTO METO/Ia pa3padoTaHa CHCTEMa PACIO3HABAHUSA, CIIO-
coDHAas K aaIlTallui K PEITaeMbIM KIaCCaM 3a/1a9: MOsABJICHIIO HOBBIX
KJIACCOB U PACHIMPEHUIO CIIEKTPA BO3MOXKHbBIX 3HAYEHUI [IPU3HAKOB.
B kagecTBe mpumepa pacemorpena 3agada audepennuaibHoi aua-
THOCTUKY B MEJIWIMHE B YCJIOBUSAX OIPAHUYIECHHBIX PECYPCOB U BpEMeE-
Hi [1].

Pabora mognepxkana rpaatavMu POOU Ne 15-01-02362 u Ne 15-07-
02355.

[1] FOdun B. H., Kapnos JI. E., Kapnos FO. JI., Cmemanun FO. I. Judde-
peHIupoOBanue KJ/IaCCOB 1IPU OLEHKE HE IIOJIHOCTbHIO OIIMCAHHOI'O 06'beK-
ta // Mammusaoe obydenue u aHanu3 ganHbx, 2015 (B megarn).
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Differential set of classes for estimation
of not fully described objects
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! Moscow, Institute for System Programming of the Russian Academy
of Sciences

2Moscow, Luxoft Russia

3Moscow, Dorodnicyn Computing Centre of the Russian Academy
of Sciences

A method of pattern recognition is suggested based on calculating
estimations in case the set of object features is not fixed, the set of
feature values for individual objects is not necessary complete, dif-
ferent classes are characterized by different sets of features, and new
classes may appear during the process of data analysis. The aim is
to recognize objects described by incomplete sets of features, that
is, the projections of classes on subspaces of features whose value
is known. The classes in the intersection of which the object is lo-
cated form a so-called differential set of the object. Support sets are
constructed for each class as a result of the analysis of its training
examples (precedents). A measure of proximity is proposed suitable
for both complete and incomplete feature vectors. This measure is
determined using an original procedure of finding the projections of
feature vectors on the subspace spanned on the features whose value
is known. The training set can be expanded by adding the recognized
samples. A pattern recognition system is developed for the implemen-
tation of the proposed method; the system is capable to adapt to the
applied problems, e.g., it can add training samples and new classes
and can expand the range of possible feature values. As an example of
application, the problem of decision making in differential diagnosis
in medicine is considered under limited resources and time [1].

This research was partly supported by the Russian Foundation
for Basic Research, grants 15-01-02362 and 15-07-02355.
[1] Yudin, V., Karpov L., Karpov Yu., and Smetanin Yu. 2015 (in press).

Differential set of classes for estimation of not fully described objects.

J. Mach. Learn. Data Anal.
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2-CMMMJIEKC NMPU3Ma — KOTHUTUBHOE CPeAcTBO
NPUHATMA 1 oboCcHOBaHUA pelueHnii B
VHTENIeKTYa/IbHbIX AWHAMUYECKNX CUCTEeMax

SAnuxosckan Anna Edumosna’ >« ayyankov@gmail.com
Amwanos Apmem Bauecaasosum’ yav@keva.tusur.ru
Kpuediox Hamanava Muzatinoena’ skratnat@gmail.com
!Tomck, TTACY

2Tomck, TI'Y

3Tomck, Cu6I'MY

4Tomck, TYCYP

W nest npuMeHeHwst n-CUMILIEKCOB U TEOPEMA, /I IPUHATHS U 0O0CHO-
BAHUS PELICHUI B MHTEJJICKTYAJIbHBIX MEIUIUHCKUX CUCTeMaX ObLia
upemoxkena A.E. dukosckoit 8 1990 r. Buepsbie nperaraercs npu-
MEHATH 2-CUMILIEKC Ipu3My (puc. 1), B cedeHusx KOTOPOii pacioso-
JKEHBI 2-CHMILIEKCHI, I MPUHATHAS W ODOCHOBAHWS DEIIEHUil B WH-
TeJIeKTyabHbIX AuHamudeckux cucremax (MJIC), ocHOBaHHBIX Kak
HA TECTOBBIX METOJIAX PACHO3HOBAHMS 00PA30B, TAK U HA METOJAX
HEYEeTKOW U IOPOrOBOil JIOTUKM, B psijie IPOOJIEeMHBIX obJracTei: Me-
JuiyHa, 06pa3’oBaHKe, JI0POKHOE CIPOUTENILCTBO U ap. [1].

Puc. 1. 2-cumnnexkc npusma B NJIC
Pabora nopuepxana rpanrtamu POOIU (upoexrsr NeNe 13-07-

00373, 13-07-98037, 14-07-00673) u yacruuno PTH® (upoexr Ne 13-

06-00709).

[1] Anxoscran A. E., dmwanos A. B., Kpusdox H. M. 2-cumiuiexc upus-
Ma — KOHUTHUBHOE CPEJICTBO MPUHATHS W 000CHOBAHWS DENICHUIl B WH-
TEJUIEKTYaIbHBIX AMHAMUYECKux cucremax // Mawmunnoe obyaenue
u anasu3 gamubx, 2015 (B mewarm). T. 1. Ne13. jmlda.org/papers/
doc/2015/JMLDA2015n013. pdf.

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.



Rule-Based Classification 83

2-simplex prism — a cognitive tool
for decision-making and its justifications in intelligent
dynamic systems
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Krivdyuk Natalia® skratnat@gmail.com
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2Tomsk, TSU

3Tomsk, SSMU
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The idea of n-simplex application and the theorem for decision-
making and its justifications for intelligent medical systems were
proposed by A. Yankovskaya in 1990. Here, 2-simplex prism which
contains 2-simplex disposed in geometrical sections for the first time
is proposed (Fig. 1) for application at decision-making and its justi-
fications in intelligent dynamic systems (IDS) based on test methods
of pattern recognition and methods of fuzzy and threshold logics for
different problem areas: medicine, education, road building, etc. [1].

Fig. 1. 2-simplex prism in IDS

The work is supported by the Russian Foundation for Basic
Research (projects 13-07-00373a, 13-07-98037-rsibir_a, and 14-07-
00673) and partially supported by the Russian Humanitarian Sci-
entific Foundation (project 13-06-00709).

[1] Yankovskaya, A., Yamshanov A., and Krivdyuk N. 2015 (in press).
2-simplex prism — a cognitive tool for decision-making and its jus-
tifications in intelligent dynamic systems. J. Mach. Learn. Data Anal.
1(13). jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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PaccvarpuBaiorcs 3aga4du onTuMHE3ANUE OOJIBIION Pa3MEPHOCTH,
3aluCaHHble B BU/IE:

| Az — b||3 + AF(x) — min,

rae F(x) — mpocToil CHIbHO BBIMYKJIbI peryispu3arop (Takoh Kak
llz||3, ||z||1 nam surponus) u A — uucaoBoii napamerp.

[IpobieMbr TAKOTO PO/Ia, BO3HUKAIOT YaCTO BO MHOTHX HHZKEHED-
HBIX [PUJIOZKEHUAX, DABHO KAK U B OOJACTH MAIIMHHOIO O0YYEeHMsI,
TAKUX KAK PAHKHUPOBAHUE U 33191 ONTUMUBAIUYU B CJIOZKHDBIX CETSX.

PaccmarpuBatorcst TOIbKO pasperkeHHble 3a1a4n. B 3aBucumocTn
OT THIA pa3peskeHHOCTH (IO CTPOKaM / TI0 CTOJIONAM, paBHOMEpHAS
Pa3pPeKEHHOCTb / PA3PEKEHHOCTD B CPEJIHEM ) CPABHUBAIOTCS PABIIUAY-
HbIE COBPEMEHHbIEC AJIFOPUTMbI U [PEJIArAIOTCH HEKOTOPbIE HOBBIE
uJieu, 1103BOJIMIONIME CHU3UTD UX BbIYUCIUTE/IbHYIO CJOKHOCTD [1].

Pabora nomyepxkana rpantom PO®I 15-31-20571 mon_a_Ben
n JlabopaTopueit CTpYKTYPHBIX METO/IOB aHAIN3a JIAHHBIX B IIPEJICKaA-
3aTeJIbHOM MOJIeTUPOBaHUK (DaKysbTeTa ylIpaBieHus W MPUKJIaTHON
mvaremaruku MOTU, rpanr npasurenscrsa P® 11.G34.31.0073.

[1] T'acnuxos A.B., HJeypewencrud II. E., Heecmepos FO.E. Croxacruwe-

CKHe T'paJIUueHTHbIEe METOAblI C HETOYHBIM OpPaKYJIOM // ABTOM&TI/IK&

u TemeMexaHmKa, 2015. arXiv:1411.4218, Nov. 2014. P. 1—53. http:

//arxiv.org/pdf/1411.4218.pdf.
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The authors consider a huge-scale optimization problems in the form
| Az — b|3 + AF(x) — min

where F(z) is the composite convex function and A is the small nu-
merical parameter.

The problem typically arises in many engineering and machine
learning problems, such as ranking or network topology optimization.

The matrix is supposed to be sparse. Depending on various
sparsity conditions (column/row sparsity, uniform/average sparsity),
the authors compare state-of-the-art algorithms and propose several
novel ideas that allow to improve computational efficiency of numer-
ical optimization methods [1].

The work is supported by the Russian Foundation for Basic Re-
search, grant 15-31-20571 mol_a_ved, and by the Laboratory of Struc-
tural Methods in Predictive Modeling of the Department of Control
and Applied Mathematics, Moscow Institute of Physics and Technol-
ogy, Russian Government, grant 11.G34.31.0073.

[1] Gasnikov, A., Dvurechensky P, and Nesterov Yu. 2014. Stochastic gra-

dient methods with inexact oracle. arXiv:1411.4218. P. 1-53.
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OuHamnyeckas mogenb opraHnsayuu

rpy3onepeBo30K
Bexaapsan Jlesa Andpeesurx beklar@cemi.rssi.ru
Xavwampsn Hepcec Kapaerosuy nerses@cemi.rssi.ru

Mocksa, II9MU PAH

Uccnenyercs MOmesb, ONMHUCHIBAIONIASA MPOIECC T'PY30MEePEeBO30K,
peann3yeMbIil B paMKaxX psjia TexHosornii. PaccmarpuBaroTcst 4eThi-
pe Bapuanra mojesu. llepBbiii BapuanT MOJE/M OLUCHLIBAET TPAHC-
HAIMOHAJIbHbIE TPAHCIOPTHBIE I'PY30I1ePEeBO3KU 03 BbIIEIeHHbIX Ha-
YaJIbHOM CTAHIUMYU OTIPABJICHUS U KOHEYHON CTAHIIUN PACIIPE/I€/IEHUS
rPy30B. DTOT BAPUAHT MOJIEIU OMUCHLIBAECT IPY30IIE€PEBO3KH, JIJIs KO-
TOPBIX KaK MepPBas, TAK U TOCJISIHS CTAHIIUN HE SABJISIOTCH y3JI0BbI-
mu. it Takux rpy301epeBo30K BAXKHO OIMKCATH 3AKOH B3aMMO/IEi-
CTBUS IIPOMEXKYTOUHbBIX CTaHIMi. BTopoil BapuanT Mo/1€/11 OKnChIBa-
€T TPAHCIOPTHBIE IPY30IEPEBO3KH C BbLAEJICHHON HAYAJIbHON CTAHIU-
eif OTmpaBJieHus TPY30B. DTOT BAPUAHT MOJE/IU OMUCHIBAET IPY30IIe-
PEBO3KU HA MPOTSAKEHHOM yIACTKE Iy TH, T/1€ HAYAIbHASA CTAHIINAS IB-
JseTcd y3y0Boil. Tpernit BapuaHnT MOJEIN OMUCHIBAET TPAHCTIOPTHDIE
I'PY30LIEPEBO3KH C BbLIEJIEHHBIMU HAYAIbHOM CTaHIMell OTIIPABIEHUS
U KOHEYHOI CTaHinueil pacipe/ieienus rpy30B. 9TOT BADUAHT MOJIEIN
OIHUCHIBAET TPY30MEPEBO3KHU HA MPOTAKEHHOM YJACTKE MYTH MEMKIY
JBYyMs y3JIOBBIMU CTAHIMAME. 1eTBEPTHI BapWAHT MOJIEIN OMUCHI-
BAeT TPAHCIOPTHBIE IPY30TEPEBO3KHU MO KPYTOBOI IMETOYKe CTAHIIHIA.

Jliig BCeX BapUAHTOB MO/EJIHM U3Y4YalOTCd PEXKUMbL I'PY301ePeBo-
30K, Y/JOBJIETBOPLAIOIIME 3aJaHHON cucremMe KOHTPOsd. Takue pexku-
MbI OIIMCBIBAIOTCS PELICHUAME TUIIA Oeryineil BOJIHbL JJisd HeJTMHEeHO-
I'0 KOHEYHO-PA3HOCTHOTO AHAJIOTA yPABHEHN A TapabOIMIeCKOrO THTIA.
Onucanbl BO3MOXKHBIE PEKUMBI IPY30II€PEBO30K, UCCAEIOBAH BOIIPOC
YCTOMYUBOCTH CTALMOHAPHBIX PexkuMos [1].

Pabora nognepxana rpanrom PODOU Ne15-51-05011.

[1] Bewaapar J.A., Xawampan H. K. Tunamudeckas MOAEIb OPraHu3a-

1y rpy3somnepeso3ok // Mamunnoe obyuenue u anaiamu3 JaHHbIX, 2015

(B meuarn). T. 1. Ne14. jmlda.org/papers/doc/2015/JMLDA2015n014.

pdf.
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The model describing the process of cargo transportation, realized
through a number of technologies, is investigated. Four versions of
the model are considered. The first version of the model describes
the transnational cargo transportation without dedicated initial de-
parture station and the final station cargo distribution. This version
of the model describes the cargo, for which both the first and the
last stations are not the nodes. For such cargo transportation, it is
important to describe the rule of interaction of intermediate stations.
The second version of the model describes the transport cargo with
a dedicated initial departure station. This version of the model de-
scribes the cargo on the long section of the route where the initial
departure station is nodular. The third version of the model describes
the cargo transportation between dedicated initial departure station
and final station. This version of the model describes the cargo on the
long section of the route between the two node stations. The fourth
version of the model describes the cargo transportation in a circular
chain of stations.

For all versions of the model, the modes of freight satisfying
given control system are studied. Such regimes are described by trav-
eling wave type solutions of nonlinear finite-difference analogue of
a parabolic equation. The possible modes of freight are described
and the issue of stability of stationary regimes are investigated [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-51-05011.

[1] Beklaryan, L., and Khachatryan N. 2015 (in press). Dynamic model of
the organization of cargo transportation. J. Mach. Learn. Data Anal.

1(14). jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.
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O HekoTOpbIX TPYAHbIX 3aga4ax OUCKPETHO
oNTUMM3auNN, CBA3AHHbIX C KJacTepu3aumnen,
NMOKPbITUEM M MapLipyTu3auymnei

Iumadu Idyapd Xatpymounosuw' >+ gimadi@math.nsc.ru
'Hosocubupck, Hosocubupekuii rocy iapcrBeHsblii yHuBepcurer
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[Ipesncrasiena Temaruka NOCTPOEHUsI AJTOPUTMOB C OLEHKAMU
JIJIsl PElIeHnsl HEKOTOPbIX TPY/IHOPEIIAEeMbIX 33134 JUCKPETHON Orl-
TUMU3AIMU, CBA3aHHBLIX C IIPOOIEMAaMU KJIACTEPU3AIMU, IHOKPbITUS
rpaoB ¥ MapIIpy TH3AIAH.

Bosbmas vacrs mpobseM COCTOUT B MOWCKE B rpade HeCKOIbKIX
JIMCKPETHBIX PEOEPHO- MJIM BEPLIIMHHO-HEIEPECEKAIOIIUXCA CTPYKTYP
(noarpadoB) ¢ FKCTPEMAIbHBIM CyMMAPHbLIM BECOM B 33/IAHHOM 110J1-
HoM pebepro-p3seinennoM rpade [1]. Ocoboe Buumanue yieneHo pe-
3yJIbTaTaM MOCTPOEHUST ACUMIITOTHYECKN TOYHBIX AJrOPHTMOB.

PaccMoTpensr ciemyionine 3a1a4qm:

(1) 3azada Kjacrepusanuu Ha YUCIIOBOIL OCu;

2) 3ajada KIaCTEPU3ALUMKM HA CETEBBIX MOJEJLAX;

MeTpuYecKas W KBaIpaTH9Has eBKJINI0BA 33/1a9a TONCKA 1M KIINK

€ MaKCHMAJIbHBIM CYMMapHBIM BECOM;

(4) moOMCK M BEKTOPOB € MAKCHMAJBHOI HOPMOW CyMMBI B €BKJIH/IO-
BOM IIPOCTPAHCTBE: PAH/IOMU3UPOBAHHDIH A/IrODUTM;

(5) TSP (Traveling Salesman Problem) noaxox k upubiuxkensomy
pelennio 33141 NOKpbITUs rpada m BEPLIMHHO-HECMEZHBIMU
[UKJIaMu ([eMsAMi);

(6) Esksmnosa zazasa MAX m-CYCLES COVER;

(7) samaua MIN m-CYCLES COVER wna ciryuaiinbix BX0Jax U3 KJjac-
ca UNI(0,1);

(8) 3asaua HOMCKA OJHOIO U JABYX OCTOBHBIX JE€PEBHEB MHHUMAJILHOIO
Beca IPU OIPAHMYEHUN CHU3Y HA HAMETD JIePeBa;

(9) m-Peripatetic Salesman Problem: mouck Hecko/bKuX peGepHO-He-
MEePeCEeKAIONTUXCs FAMUJIBTOHOBBIX [IMKJIOB B TTOJHOM rpade.

Pabora nogaepxkana rpanramu POOU Ne 15-01-00976 u Ne 13-07-

00070.

[1] Gimadi E. Efficient algorithms with performance guarantees for some
problems of finding several discrete disjoint subgraphs in complete
weighted graph // Appl. Math. Comput., 2015. Vol. 255. P.84-91.
doi:10.1016/j.amc.2014.11.037.
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Several observations on efficient approximation algorithms with
proven guarantees have been made for some discrete optimization
problems that mainly associated with clustering, covering, and root-
ing. The problems considered are, in general, case NP-hard.

Most of the problems considered are to find multiple discrete
disjoint structures (subgraphs) of extremal total weight in a given
complete edge-weighted graph [1]. Particular attention has been paid
to the results of designing asymptotically optimal algorithms, when
a performance ratio tends to 1 with increasing size of the input data.

The following problems have been considered:

(1) Clustering Problem on the real axis;

(2) Clustering Problem in network models;

(3) Metric and Quadratic Euclidean MAX m-Weighted Clique Prob-
lems: 2-approximation algorithm;

(4) Euclidean MAX Vector Subset Problem: a randomized algorithm;

(5) TSP (Traveling Salesman Problem) approach to construct an
approximation algorithm for solving the problem m-CYCLES
(CHAINS) COVER: covering a complete graph by m vertex-
disjoint cycles (chains) of extremal total weight of edges;

(6) Euclidean MAX m-CYCLES COVER;

(7) Random MIN m-CYCLES COVER on instances UNI (0, 1);

(8) Minimum Spanning Tree Problem with diameter, bounded from
below: cases of finding one and two disjoint spanning trees; and

(9) m-Peripatetic Salesman Problem: finding several edge-disjoint
Hamiltonian circuits in complete weighted graph.

This research is funded by the Russian Foundation for Basic Re-

search, grants 15-01-00976 and 13-07-00070.

[1] Gimadi, E. 2015. Efficient algorithms with performance guaran-
tees for some problems of finding several discrete disjoint sub-
graphs in complete weighted graph. Appl. Math. Comput. 255:84-91.
doi:10.1016/j.amc.2014.11.037.
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06 acMMNTOTUYHECKN TOYHbIX NMPUDINIKEHHbIX
anropuTMax OJisi HeKOTOPbIX TPYAHbIX 3a4ad
MapLIpyTusaumnmn
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PaccmoTpenbr Tpu 3aa4u, ABIAOMUEC MOIAMMDUKAIUAMA KJ1aC-
CHYECKON 3a7a4m KOMMMBOsZKEDa: 3a7a4a 00 1M KOMMUBOSIZKEPAX
C Pa3JIMYHBIME BECAMH MAapIIpyTOB, 3ajada MOKpLITHA rpada m
IUKJIaMA ® 337a49a nokpeitus rpada m mensavm. Comeprkaresib-
HO, TIepBas 3a7a4a COCTOUT B TOM, YTOOBI B 3aJaHHOM IIOJHOM
(me)opuentuposannom rpade G = (V, E) ¢ Becobimu byHKIUAME
w; : E—= Ry, i =1,...,m, naittu m pebepHO-HEIIEPECEKATOIIUXC S
raMIJIbTOHOBBIX NUKJIOB MHHUMAJIHHOrO CyMMAapHOTO Beca. Bropas
W TPEThS 38491 3aKII0YAIOTCA B TOM, 9TOOBI B IIOJIHOM B3BEIIEHHOM
rpade HaiiTu m nuKIoB (Heneil) MUHUMAIBLHOTO OBIIEro Beca, TaKuX
qro stobas BepimHa rpada G IPUHAIEKAT POBHO OJHOMY HUKJLY
(ueun).

Bce tpu 3a1a9u NP-TpyaHbl B CHIBHOM CMBICIE, IIOCKOJIBKY K HIEM
CBOIMTCS KJIACCHYECKAs 3a7a9a KOMMHBOSIZKEPA.

[Ipem1oKeHsbl MPUOIMKEHHBIE MOJMHOMHUAIBHBIE aJrOPUTMBI Pe-
LIeHUsT 9TUX 3a7a4. PacCMOTPEHO II0BEJIEHME 3THX AJrOPUTMOB
B IIPE/IOJIOKEHUH, YTO Beca pebep rpada siBIgiTCa HE3aBUCUMbI-
MU OJIMHAKOBO PACLPE/EJIEHHbIMU C/IydaiiibiMu Bejmdudamu [1].

Haiinenbl ycIoBust acCHMITOTHYIECKOH TOTHOCTH AJTOPUTMOB B CJLy-
Jasgx, Koraa Beca pedep rpada G MMeoT paBHOMEPHOE pacIpeiesie-
HUE HA OTpe3Ke [an,by], 0 < a, < b,, U ycedeHHOE MOKa3aTeIbHOE
pacupesieleHne ¢ mapaMeTrpoM 3, Ha MHTEPBAJE [dy,, 00), an > 0.

Pabora soinosinena npu nomepzkke PO®I, upoekror 15-01-00976
u 13-07-00070.

[1] Iumadu 3. X., Hemomun A. M., Pwuxos H. A., Hudyaxo O.FO. Bepo-
SATHOCTHBIN aHAJIM3 TPUOIUKEHHOTO AJTOPUTMA [jIs PEeNIeHus 33 a-
Y4 O HECKOJIbKUX KOMMHUBOAZKEPaAX Ha Cﬂy‘{aﬁHbIX BXO/IHDBIX JTaHHDbIX,
HeorpaHu4eHHbIx ceepxy // Tp. UMM YpO PAH, 2014. T. 20-2. C. 88—
98. http://mi.mathnet.ru/timm1061.
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Three important modifications of the well known traveling sales-
man problem have been considered: m peripatetic salesman problem
with different weight functions for each salesman, m cycles cover, and
m chains cover problems. In the first problem, given a complete di-
rected or undirected n-vertex graph G = (V, E') with weight functions

w; : F— Ry, i=1,...,m,and it is necessary to find m edge-disjoint
Hamiltonian circuits Hi,...,H, C E so as to minimize their total
weight:

m m

S wi(H)=> " wile).

i=1 1=1e€H;

The second and the third problems consist in finding, given a com-
plete weighted graph G, m cycles (chains) of minimal total weight,
such that each vertex in G belongs to exactly one cycle (chain)

All three problems are strong NP-hard, since the traveling sales-
man problem reduces to each of them. For these problems, approx-
imation polynomial algorithms have been proposed based on the
greedy idea. The behavior of these algorithms has been studied under
assumption that the weights of the edges of G are independent and
identically distributed real numbers [1].

The conditions for the algorithms to be asymptotically optimal
have been found in the cases when the weights of the edges of G
have uniform distribution in [a,,b,], 0 < a, < b,, and exponential
distribution with parameter $,, in [a,,,c0), a, > 0.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-01-00976 and 13-07-00070.

[1] Gimadi, E., Istomin A., Rykov I., and Tsidulko O. 2014. Probabilistic
analysis for an approximation algorithm solving m peripatetic salesman
problem on random inputs unbounded from above. Tr. IMM UrB RAS
20-2:88-98. (In Russian.) http://mi.mathnet.ru/timm1061.
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HOIKOJIa SKOHOMMKHM »

PaccmarpuBaemas 3amata MOCBAMIEHA, TPUOTHKEHHBIM METOIaM
HOCTPOEHUS MPOCTHIX (KpATUYANIIUX ¥ MUHUMAJbHBIX) JU3bHIOHKTUB-
HBIX HOPMAJIbHBIX (POpPM OysieBbIX (DYHKIUN, TPUHAMAIONIIX HYJIe-
BOE 3HAYEHHE B OTHOCUTETHLHO HEOOJbIIOM [mcie Todek. Hawmbosee
MHTEPECHbIM IIPEJICTABIIAETCH CJIydail, B KOTOPOM YHUCJIO YKA3aHHBIX
TOYEK OI'PAHUYEHO MOJIMHOMOM OT Pa3MePHOCTH IIPOCTPAHCTBA Iepe-
MEHHBIX.

Janubie GyHKIUT UCPAIOT JOCTATOTHO BAXKHYIO POJIb B PEIICHAN
337129 PACIIO3HABAHUS JIOTHIECKAMU METOJIAMH, [P CHUHTe3€e (PyHK-
[MOHAJIbHBIX CXeM, B 33/1a4aX TeCTUPOBAHUS JIMCKPETHBIX YCTPOHCTB.

KroueBbIM BKIQIOM SBJIAIOTCA HOBBIE TPAHUIBI Ha, CJIOXKHOCTH
(mmany, panr) OysieBbIX (DYHKIMU C OrPDAHYEHHBIM YUCJIOM HYJIE,
paBHO Kak u 3P DEKTUBHBIE METOAbI UX MOCTpoeHus. [IpencraBiennb
TaKKe HEKOTOPbIE aJIOPUTMbI JIjisi PElleHus 3a/1a41 MUHUMU3AIUN
HACTHIHO 33aJaHHLIX (DyHKIWHE. Bim3kue pe3yabrarsl mpecTaBIeHbl
B pabore [1].

Pabora nozgzgepxkana rpantamu POOU 14-07-31277 mosi_a n 15-
07-09121.

[1] I'panun C.C., Maxcumos FO.B. CiioxKHOCTb AU3BIOHKTUBHBIX HOD-
masbHbIX (Gopm u momy-addexr Illennona B HEKOTOPBIX MOIKJIAC-
cax OyseBbix dyukimit // Asromaruxa u Tesemexanuka, 2015. http:
//arxiv.org/pdf/1501.03444v1.pdf.
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The considered problem is devoted to accurate approximation of sim-
plest (shortest and minimal) disjunctive normal forms of Boolean
functions that attain False value in a relatively small number of
points. The class of functions with number of False points polyno-
mially bounded with respect to the dimension of input space is of
primal interest.

Such kind of functions plays an important role for the purposes
of logical analysis of data, algebraic methods of machine learning,
testing, and other areas.

The key contribution is a new state-of-the-art methods that give
upper bounds for approximation of shortest and minimal disjunctive
normal forms of Boolean functions with relatively small number of
zeros. Some results for disjunctive normal form minimization of par-
tially defined Boolean are presented as well.

The main tool of the proposed approach is Fourier analysis over
Boolean hypercube. Tightly connected results are suggested earlier
in [1].

The work is supported by the Russian Foundation for Basic Re-
search, grants 14-07-31277 mol_a and 15-07-09121.

[1] Granin, S., and Maximov Yu. 2015. Average case complexity of DNFs

and Shannon semi-effect for narrow subclasses of boolean functions.
arXiv:1501.03444.
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PaccmarpuBaercs 3aada MOCTPOEHNST TOPTOBLIX XaOO0B I PhIH-
K& 9JIEKTPOIHEPIUU ¢ MAPKUHAIBHBIM y3JIOBBIM [IEHOOOPA30BAHKEM.
3a/[aHO YMCII0 UCKOMBIX Xa0OB M U3BECTHBL 3HAYEHHS IIEH JIEKTPO-
SHEPruu i KayKJIOro y3Ja CeTH U KaxKJIOro CyObeKTa PbIHKA 34
HEKOTOPBIN JOCTATOYHO MPOIOJIKUTEIbHBIN Tiepuos. Tpedyercs Bbi-
Oparb KJacTepbl y3J10B ceTd (Xabbl) U IPUKPENUTh K HUM CyObeK-
ThI PBIHKA, C NEIBI0 MUHUMU3AIUA CyMMAPHOTO B3BEIEHHOIO CPETHE-
KBa/PATUIECKOIO OTKJOHEHUS Y3JIOBBIX [IEH CyObEKTOB OT MHJIEKCOB
xaboB. B kadecrBe orpannydeHuil 33/{aH0 YCJAOBHUE JOCTATOYHO HUBKOM
KOHIIEHTPAIIMN PBIHKA B KaXKJI0M U3 XabOB, 9TO U3MEPSIeTCs WHIEK-
com Xepduanaag—XupiiMana, a TakKyKe HUKHAS IPAHUIA HA TUCIIO
y3J10B xa0a.

Ycranossieno, 4To paccMmarpubaemast 3aa4da asigerca NP rpyi-
HOI B CUJIBHOM CMbICJIE W JIjIsi Hee He CYIIECTBYET BIIOJIHE [TOJIMHOMHE-
aubHoil annpokcumanuonnoit cxembl (FPTAS), ecau P # NP. Beuay
BBIYUCIUTEHHON CIOKHOCTH 3a/1a49H, JIJIsl €€ PEIIeHUsT TPE/II0KEeHbI
9BOJIIOIMOHHDBIE AJITOPUTMbBI: NeHETHYECKWH aJIPOPUTM W TUODUTHAS
9BPUCTHUKA, JIOKAJIBHOIO MOUCKa. [IPOBE/ICHO TecTUupOBaAHUE U CDABHE-
HUE AJIOPUTMOB HA pPeabHbIX JaHHbiX. lccienoBanbl CBOMCTBA
«jaaamadray JIOKAJIbHBIX ONTHMYMOB € HCIOJIb30BAHUEM MHOIO-
KPATHOTO JIOKAJIHLHOIO CIYCKa, 9TO MO3BOJUIO OObICHUTH OCOOEH-
HOCTH PAbOTHI IBOJIOIMUOHHBIX aaropuTMOB. C MpaKTHIECKON TOIKH
3penust pazpabOTaHHbIE AJITOPUTMBL MOTYT CJIYKUTh MTOJIE3HBIM CPeJl-
CTBOM IHOJJIEPKKH [PUHATHS PEHIEHUN HPU HOCTPOCHUH TOPIOBBIX
xaboB J|jisl OLITOBLIX PLIHKOB 3JieKTpodueprun [1].

Pabora mognepxana rparrom PH® Ne15-11-10009.

[1] Borisovsky P., Eremeev A., Grinkevich E., Klokov S., Kosarev N.
Trading hubs construction in electricity markets using evolutionary
algorithms // Pattern Recognition Image Anal., 2014. Vol. 24. Iss. 2.
P.270-282. http://dx.doi.org/10.1007/978-3-540-88965-6_3.
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The trading hubs construction problem for electricity markets under
locational marginal prices is considered. Given historical prices for
all nodes of the electricity grid and for all market participants over
a sufficiently long period of time, the problem is to choose a required
number of node clusters (hubs) and to assign market participants to
hubs so as to minimize the deviation of hub prices from the prices
of participants. The problem is formulated under constraints of suffi-
ciently low market concentration, measured in terms of Herfindahl-
Hirschmann index, and lower bounds on hub sizes.

The problem is shown to be strongly NP-hard and it does not
admit a fully polynomial approximation scheme (FPTAS) if P # NP.
In view of problem complexity, two evolutionary algorithms are pro-
posed: a genetic algorithm and a hybrid local search heuristic. The
algorithms are tested and compared on the real-life data. The prop-
erties of the fitness landscapes are analyzed using multiple restarts of
the local search and the behavior of the evolutionary algorithms is ex-
plained on the basis of this analysis. From the practical point of view,
the developed algorithms proved to be a useful decision-support tool
in trading hubs construction for the electricity wholesale markets [1].

This research is funded by the Russian Science Foundation, grant
15-11-10009.

[1] Borisovsky, P., Eremeev A.; Grinkevich E., Klokov S., and Kosarev N.
2014. Trading hubs construction in electricity markets using evolu-
tionary algorithms. Pattern Recognition Image Anal. 24(2):270-282.
http://dx.doi.org/10.1007/978-3-540-88965-6_3.
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OT60p 00bEKTOB U NPM3HAKOB AJ1s1 MOHOTOHHbIX
knaccucukaTopos

3Byxba Anacmacus BuxmoposHax a__l@mail.ru

Mocksa, Mockosckuit dusuxo-rexangeckuii uacrturyr (I'Y)

Hekoropble npukJIa Hbe 33/1a91 KJIACCUMUKAIIH TTPE/II0JIAraioT
HaJIM9Ire MOHOTOHHBIX 3aBUCAMOCTEN MEXKy MpU3HAKAMHU U BEPOSIT-
HOCTHIO OJIHOrO M3 KJaccoB. B Takmx 3ajadax 9acTo MCIHOJIb3YIOTCs
JmHeHbIe KiaaccuukaTopel. Pacmmpenne Moaenn Kiaccupuranmm
JIO CeMelcTBa MOHOTOHHBIX (DYHKIMH [MOBBIIIAET TOYHOCTH AIIIPOK-
cuManuu 0dy4aromei BbIOOPKH, HO TAKZKE IOBLIIIACT PUCK IIEPeody-
9eHUs, TOITOMY IS MOHOTOHHBIX KJIACCH(PUKATOPOB BaYKHA OITHU-
MU3AlMs CJI0KHOCTH MOJIeJIH IyTeM orbopa npusnakos. Kpowme To-
10, HOCTPOECHUE MOHOTOHHOI'O KJIACCH(PUKATOPA IPE/IOJATAET MOHO-
TOHHU3AIMIO BLIOOPKH IIyTeM OTOOPA IMOJMHOYKECTBA OMOPHBIX O0D-
€KTOB, yJOBJIETBOPSIONIUX YCIOBUIO MOHOTOHHOCTH. Takum o0pas3om,
[IpY TOCTPOEHWH MOHOTOHHBIX KJIACCH(DPUKATOPOB BO3HUKAET 331394
OJITHOBPEMEHHOTO 0TOOpa 00BEKTOB W Hpu3HakoB. /ljid ee pemreHud,
KaK MMPABUJIO, MCIOJIb3YIOT KA/ IHBIE YBPUCTHIECKUE AJTOPUTMBbI, OJI-
HAKO BOIIPOCHI BBIYUCIUTEbHON CIOKHOCTH 33/Ia91 HOCTPOEHUS MO-
HOTOHHBIX KJIACCU(PUKATOPOB OTHOCUTEIBLHO MAJIO UCCJIEOBAHDL.

B namnoit pabore paccMaTpuBalOTCs BO3MOXKHbBIE IOCTAHOBKH 3a-
Jla9l MOHOTOHHU3AIIMK BBIOOPKHU KAK 337a49d [TUCKPETHON OMTUMU3a-
uuu. Ilpemyiaraercs cucremaTusanys 3a7a4d 0IHOBPEMEHHOr0 0TOopa
00BEKTOB U IMPU3HAKOB /I MOHOTOHHU3AINK BuIOOpPKH. s KaxK o
[MOCTAHOBKY 33/1a91 MOHOTOHUBAIUU yCTAHABIUBACTCS CTATYC €€ Bbl-
HUCUTENBHON CI0KHOCTH. JTOKA3bIBACTCS HOJMHOMUAIbHAS CBOJIM-
MOCTBH K 33/[a9aM MOHOTOHW3AIU TakuxX u3BecTHbIx NP-mosabrx 3a-
Jlad, KaK 3a/1a49a 0 PIOK3aKe, 3a/a4a 0 OMKJINKe, 3a/1a9a 0 MUHUMAJIb-
HOM IOKPBITUU MHOXKECTBA HOJAMHO)KecTBaMu. JIJist IIOCTAaHOBOK, pa3-
PEIIMMbIX 33 [MOJIMHOMHUAJIBLHOE BPEMs, [PEJIaraercs TOYHbII ajiro-
purMm petuenus [1].

Pabora mognepxana POOU, rpant Ne 14-07-31240.

[1] 3yz6a A.B. BerauciurenbHasi CJI0XKHOCTh 0TOOpA 00BEKTOB M IPU3HA-
KOB /1 33J@4 C orpanudenuavMu Monoronnocru // Maremaruueckas
6uosiorus u 6uonndopmaruka, 2015 (B neuarn).
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In many applications of two-class classification, it is known before-
hand that the class label should be increasing (or decreasing) in the
features. In such situations, linear classifiers are usually used. Ex-
panding classification model to the family of isotonic functions re-
duces the approximation error on the training sample but also in-
creases the risk of overfitting. Therefore, the optimization of the
model complexity via feature selection is an important issue for
isotonic classifiers. In addition, learning isotonic classifier assumes
a monotonization of the training set by sampling a subset of proto-
type objects satisfying monotonicity constraints. Thus, learning iso-
tonic classifier requires simultaneous selection of objects and features.
Greedy heuristic algorithms are typically used to solve this problem.
Nevertheless, the computational complexity of the corresponding dis-
crete optimization problems still remains little studied.

In this work, a systematization of monotonization problem state-
ments is proposed as discrete optimization problems. For each prob-
lem, its computational complexity is estimated. It is shown that well-
known NP-complete problems, such as the knapsack problem, and
the biclique problem, the minimal covering set problem are polyno-
mially reducible to different variants of the monotonization problem.
An effective algorithm for polynomially solvable variants of the mono-
tonization problem is presented [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-31240.

[1] Zukhba, A. 2015 (in press). Computational complexity of prototype
and feature selection for isotonic classification problems Math. Biol.
Bioinf.
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KBagpaTtuiHblie eBKANA0BbI 3a4a4m
2-knacrepu3aynmn: CJ0XKHOCTb n 3dpchekTnBHbIE
aJIrOpUTMbl C OUEHKAMU TOYHOCTU AJ1S1 UX PeLleHunst

Keavmarnos Aaexcarndp Bacuavesuw' x kelm@math.nsc.ru
'Hosocubupck, Mucruryr maremaruku um. C. JI. CoGosesa CO PAH
2Hosocubupck, HoBocubupcekuii rocy1aperBensblii yHusepeurer

PaccMOTpeHBI  HECKONIBKO KBAPATHYHBIX EBKJIM/IOBBIX 33724
2-KJIacTepU3alii, KOTOPbIe UMEIOT MPHUIOXKEHNS B aHAJIN3E JAHHBIX,
pacmo3HaBaHuu 00pPa30B, CTATUCTHKE, KOMOMHATOPHON I€OMETpPHH,
Teopur NPUOJIMZKEHNs. 3a4adl AKTYaIbHbI [l MHOIHX €CTECTBEHHO-
HAay4HBIX U TeXHUYeCKuX npuiioxkenuil. Ilenp crarbu — 0630p HOBbIX
(HeM3ydYeHHBIX), W3BECTHBIX (HO CIa0OM3YUEHHBIX) 3a/ad, a TaKXKe
PE3YJIbTATOB O BBIYMCINTEIHHON CIOKHOCTH ITHX 3aJad U 3 dek-
THBHBIX AJTOPUTMAX C ONEHKAMU TOYHOCTH [T UX DEIICHNUS.

Huzke npuse/ieH CIICOK PACCMAaTPUBAEMbIX 3a/1a4.

Bagaua 1. Minimum sum-of-squares 2-clustering with given center
of one cluster.

Bagaua 2. Minimum sum-of-squares 2-clustering problem on sequence
with given center of one cluster.

Bamaua 3. Quadratic Euclidean Max-Cut.

Bagaga 4. Quadratic Euclidean Min-Sum all-pairs 2-clustering.

Bamaua 5. Fuclidean balanced variance-based 2-clustering.

Bagaua 6. Fuclidean balanced variance-based 2-clustering with given
center of one cluster.

OcHoOBHOE BHUMAHUE y/IEIEHO 33/1a9aM pa30ueHnst KOHEIHBIX MHO-
JKECTB W IOCJI€/IOBATEIbHOCTEN TOYEK E€BKJIMIOBA, MPOCTPAHCTBA HA,
JIBA KJIACTEPA LPU 3a4aHHOM (2KeJIaeMOM) LEHTPE OJHOIO U3 KJjlacTe-
pos [1]. ZKesaemblii ueHrp 3ajaercs Ha BXOJE B HEKOTOPOIl TOUKe,
0e3 orpanndeHus OOIIHOCTH — B HadYaJje KOOPAWHAT, a BTOPOU IEHTD
Hem3BecTeH. AHAJIM3UPYIOTCS JBA BAPUAHTA, 33/1a9, B KOTOPBIX MOIII-
HOCTH KJIACTEPOB JIMOO SABJIAIOTCS YACTHIO BXOA, JIMOO HEM3BECTHHI.

Pabora noanepxana rpanrom PODOU Ne15-01-00462.

[1] Keavmarnos A.B. Kpaaparmanblie eBKIUAOBbL 33a4u Ou-pasbuenus
MHOXKeCTBa 1 II0CJIeI0BATE/JIBbHOCTU: CJIOXKHOCTH M aJITOPUTMBbI C OII€H-
xamu Kagecrsa pemenus // Mar-sot VI Mexaynap. koud. «IIpobaempr
OLITUMU3ALUU U SKOHOMHUUEcKue npusoxenus». — Omck, 2015. C. 36—

41.
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Quadratic Euclidian 2-clustering problems: Complexity
and efficient algorithms with performance garantees
for their solutions
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2Novosibirsk, Novosibirsk State University
Some quadratic Euclidean 2-clustering problems induced by actual
issues in data analysis, pattern recognition, statistics, computational
geometry, and approximation theory have been considered. These
problems are also important in a wide range of natural-science and
engineering applications. The purpose of the paper is to overview
new (previously unstudied), known (poorly studied), and recent re-
sults on computational complexity of these problems and on efficient
algorithms with performance guarantees for their solutions.

Below is the list of the problems considered.

Problem 1. Minimum sum-of-squares 2-clustering with given center
of one cluster.

Problem 2. Minimum sum-of-squares 2-clustering problem on se-
quence with given center of one cluster.

Problem 3. Quadratic Euclidean Mazx-Cut.

Problem 4. Quadratic Euclidean Min-Sum all-pairs 2-clustering.

Problem 5. Fuclidean balanced variance-based 2-clustering.

Problem 6. FEuclidean balanced variance-based 2-clustering with
gien center of one cluster.

The focus is on the 2-clustering problems (for the finite set and
finite sequence of points in the Euclidean space) with the given center
of one cluster [1]. So, the desired center of one of the clusters is given
(without loss of generality at 0) as an input, while the center of the
second cluster is unknown (a variable for optimizing). Two variants
of the problems are analyzed, where the cardinalities of the clusters
are either the parts of input or unknown.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-01-00462.

[1] Kel’'manov, A. 2015. Quadratic Euclidian bi-clustering problems: Com-
plexity and efficient algorithms with performance garantees. 6th Con-
ference (International) “Optimization Problems and their Economical
Applications” Proceedings. Omsk. 36-41.
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To4HbIVi NCeBAONO/IMHOMMAJIbHbI aNrOpPUTM
O OQHON KBAgpaTUYHOW eBKANUAO0BON 3a4a4un
cbanaHcupoBaHHOW 2-KnacTeprsaunmn
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Paccvarpusaerca ciemyromast NP-Ttpysinast B CHIbHOM CMBICTIE

Bagada (Euclidean balanced variance-based 2-clustering with
given center of one cluster and cluster cardinalities). Zano: muO-
xkecrBo Y = {y1,...,yn} rouek u3z RY u marypanbuoe uucjio M.
Haiitu pasbuenue muoxecrsa ) Ha kiaacrepsl C u )\ C rakue, 410

1> lly =g@IF + ¥\l Y lyll* — min,

yeC yeY\C

rae 5(C) = (1/[C|) 3° y — nenrponn C, npu orpanndennn |C| = M.
yeC
3amaua akTyaJgbHa, B YACTHOCTH, TIPU PEIICHAH MpO0/IeM aHaIu3a

¥ MHTEPIIPETAINN TAHHBIX.
B nacrosmeit pabore mOCTPOEH TOYHBIH [ICEBIOIMOTMHOMHAAIbHDII

AJIPOPUTM, KOTOPBII HAXO/IUT OIITUMAJILHOE PEIleHue 33,1491 JIJIsl CJIy-

4Jas HEJOYMCJIEHHbIX KOOPAUMHAT TOYEK BXOJHOIO MHOXKeCTBA U (Puk-

CHPOBAHHOI pa3MepHOCTH mpocTpancTsa [1]. Bpemst paGorsr aaropur-

ma ectb Benmanaa O(N (M D)?), raie D — MakcuMasbHOe abCOTIOTHOE

3HAYEHNE KOOD/IMHAT TOYEK BXO/HOIO MHOYKECTBA.
Pabora nogaepxkana rpanramu POOU Ne 13-07-00070 u Ne 15-01-

00462.

[1] Keavmanos A.B., Momxosa A.B. Toumblil 11CeBIOIOIMHOMIAIBHBII
AJINOPUTM JJIst OHOM KBaJIPATUYHOW €BKJIMIOBOM 3aja4qu cOaaHCu-
poBannoii 2-xnacrepusauuu // JIMCKPETHbIA aHAIM3 U UCCJIEI0BAHUE
onepanuii, 2015 (B meuarn).
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An exact pseudopolynomial algorithm for an Euclidean
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The authors consider the following strongly NP-hard

Problem (Euclidean balanced variance-based 2-clustering with
given center of one cluster and cluster cardinalities). Given: a set
Y = {y1,...,yn} of points from R? and a positive integer number
M. Find: a partition of ) into clusters C and Y \ C such that

1Y lly =g©OI> + ¥\l Y llyl* = min

yec yeV\C

where §(C) = (1/|C|) > vy is the centroid of C, under constrain |C|

eC

=M. !

This problem is actual, in particular, in data analysis.

A pseudopolynomial algorithm which finds an optimal solution for
the case of integer components of the points in the input set and fixed
space dimension is presented [1]. The running time of the algorithm
is O(N(MD)?) where D is the maximum absolute coordinate value
of the points in the input set.

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-07-00070 and 15-01-00462.

[1] Kel'manov, A.V., and Motkova A.V. 2015 (in press). Tochnyy psev-
dopolinomial’'nyy algoritm dlya odnoy kvadratichnoy evklidovoy
zadachi sbalansirovannoy 2-klasterizatsii An exact pseudopolynomial
algorithm for a quadratic Euclidean balanced 2-clustering problem //
Diskretnyy analiz i issledovanie operatsiy [Discrete Analysis and Oper-
ations Research].
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O cnoXXHOCTU O4HOV KBaApaTUYHOW €BKINA0BOIA
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PaccmarpuBaerca 3amada pa30ueHIss KOHEIHOTO MHOYKECTBA TO-
YeK EeBKJIMJIOBA [IPOCTPAHCTBA HA JIBA KJIACTEPA 10 KPUTEPHUIO ME-
HUMYyMa CyMMbl BECOB KJIACTEPOB, YMHOXKEHHBIX HA MX MOIIHOCTH.
[Tox BecoM KiacTepa MOHMMAETCS CyMMa KBAJPATOB PACCTOSHUIN OT
9JIEMEHTOB KJiacTepa [0 ero neaTpa. LleHTp o/iHOro Kiiacrepa 3a/aH,
a [EHTD JIPYTOro — HEU3BECTEH, ABJIAETCS T€OMETPUIECKUM IEHTPOM
(LEHTPOUIOM) U OLIPE/EIAETCH KAK CPE/IHEee 3HAYCHUE JIEMEHTOB 310~
ro Kjacrepa. 3ajada (POpMyJIMPYeTcs CJIeIyOnuM 00pa3oM.

3agaua Euclidean Balanced Variance-based 2-Clustering
with Given Center of one cluster. /lano: muOX)ecTBO ) =
= {y1,...,yn} Touek u3 R?. Haiimu: pasbuenue MHONKECTBA ) HA
JIBA, HEILyCTBIX ITOAMHOXKECTBA X U Z TaKuX, 9TO

XD e =2(X))? + 2] ) |12 — min,

reX z€Z

rae T(X) = (1/]X|) Y. = — nenrpoun nmogMHOKecTBa X.
zeEX
O1a 33/la4a UHLYLIUPYETCd, B 9aCTHOCTU, HPOOJEMaMy aHAIA3A

JMAHHBIX W PACTO3HABAHUSA 00PA30B KOMOMHATOPHON T€OMETPUH, CTa-
TucTHKA. Bompoc o craryce CI0KHOCTH 33291 ObLIT OTKPBITHIM.
B macrosmieit pabore mokasano [1], uro (1) 3amaga NP-rpynxa
B CUJIbHOM CMbICJIe U (2) i Hee He CyLIeCTBYer LOJHOCTLIO 110JIU-
HomuasibHOl npubiuzkennoii cxembl (FPTAS), ecau P # NP. s
JIOKa3aTeIbeTBa (PAKTA TPYTHOPEIIAEMOCTH 384491 [TOCTPOEHO IIOJIH-
HOMHUAJIbHOE CBeqeHne K Helt NP-TpymHoit B CHIIBHOM CMBICTIE 331241
Minimum Bisection nis KyOudeckux rpados.
Pabora nomuepxkana rpanramu POOU NeNe 15-01-00462, 15-01-
00976 u 13-07-00070.
[1] Keavmanos A.B., Iamrxun A.B. NP-rpyaHOCTD HEKOTOPBIX KBaapa-
TUYHBIX eBJMIOBBIX 33a4 2-kiaacrepusanuu // Joxia. PAH, 2015 (B wue-
YaTH).
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The following problem has been considered. Given a finite set of
points from Fuclidean space, find a partition of this set into two clus-
ters minimizing the sum of weights of the clusters multiplied by their
cardinalities. By the weight of the cluster, the sum of squared dis-
tances from the elements of the cluster to its center has been meant.
The center of one cluster is given while for the second cluster, it is
unknown (so, it is estimated by the centroid that is the mean value
of the elements of the cluster).

Problem (Euclidean Balanced Variance-based 2-Clustering
with Given Center of one cluster). Given: aset Y = {y1,...,yn}
of points from RY%. Find: a partition of set ) into two subsets X and
Z such that

1213 Jlz =) + 2] 3 ||2]|* —> min,

zeX z€Z

where Z(X) = (1/|X]) >_ « is the centroid of subset X.
TEX
This problem is actual, in particular, for solving the problems in

data analysis. The complexity of this problem was unexplored.

It has been proven [1] that this problem (i) is strongly NP-hard
and (i1) do not admit FPTAS (fully polynomial-time approximation
scheme), unless P = NP. The proof is based on polynomial-time re-
duction from the strongly NP-hard Minimum Bisection problem on
cubic graphs.

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-01-00462, 15-01-00976, and 13-07-00070.

[1] Kel'manov, A., and Pyatkin A. 2015 (in press). NP-hardness of some

Quadratic Euclidean 2-clustering problems. Dokl. Math.
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PaccmarpuBaerca ciemyromast NP-Ttpysinast B CHIBHOM CMBICTIE

Bagada (Minimum sum-of-squares 2-clustering problem on
sequence with given center of one cluster and cluster cardinalities).
Jlano: nocnaenosaresbuoctb Y = (y1,...,yn) Todek u3 RYI, mary-
pasbhble Yucaa Tin, Tmax 1 M > 1. Hatimu: noamuoxkecrso M =
= {n1,...,ny} € N HOMEpPOB 3JIEMEHTOB 110C/EI0BATEJILHOCTH )
TaKoe, 4To

D Ny =gMIP+ >0 (lyal® — min,

JEM ieN\ M
rae G(M) = (1/|M|) 3", c v ¥i 1pu orpanmdenusx

1

N

Tmingnm_nmflngang; m:2a-'-aMa

Ha dJeMeHTbl Habopa (N1, ..., nar).

PaccmarpuBaemas 3a/1a9a aKTyaabHa, B TaCTHOCTH, TIPY PEITICHUH
IpOOIEM TTOMEXOYCTONINBON 00PAbOTKH BPEMEHHDBIX PSIOB.

B nacrosieit pabore ycranossieno [1], uro ecau P # NP, 1o mia
3a/1a4K HE CyNIECTBYET MOJHOCTHIO IIOJMHOMUAIBLHON NPUOINKEHHO
cxembl (FPTAS). Takas cxema mocrpoeHa it cirydast (DUKCHPOBaH-
HOM Pa3MEPHOCTH TTPOCTPAHCTBA. T'PYI0EMKOCTh aJrOpuTMa, Peasn-
syromero cxemy FPTAS, pasna O(N*(1/¢)%/?), rue € — rapantupo-
BaHHAsA OTHOCHUTE/IbHAS OIPELIHOCTD.

Pabora nogaepxkana rpanramu POOU Ne 13-07-00070 u Ne 15-01-
00462.

[1] Keavmanos A. B., Xamudyarun C. A., Xandees B. H. FPTAS nnsa ox-

HOH 3a7auu 2-KjacTepusanuu mocsenosarebHocTr // JluCKpeTHbIit

aHa/u3 U uccsegosanue ouepanuii, 2015 (B evaru).
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Fully polynomial-time approximation scheme
for a sequence 2-clustering problem
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The authors consider the following strongly NP-hard

Problem (Minimum sum-of-squares 2-clustering problem on se-
quence with given center of one cluster and cluster cardinalities).
Given: a sequence Y = (y1,...,yn) of points from R? and some
positive integer numbers Tiin, Tmax, and M. Find: a subset M
={n1,...,nu} CN ={1,..., N} such that

STl —gMIP+ >0yl - min

JEM 1EN\M
where G(M) = (1/|M]) > ,c a4 ¥i, under constraints
1< Thin <Ny — N1 <K Thax KN, m=2,..., M,
on the elements of set (ni,...,ny).

The considered problem is actual, in particular, in noise-proof
analysis of time series.

It has been proven [1] that unless P = NP, in the general case of
the problem, there is no fully polynomial-time approximation scheme
(FPTAS). In addition, such a scheme is presented for the case of fixed
space dimension. The running time of the algorithm is O(N*(1/¢)%/?)
where ¢ is the arbitrary relative error.

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-07-00070 and 15-01-00462.

[1] Kel'manov, A., Khandeev V., and Khamidullin S. 2015 (in press).

FPTAS for a sequence 2-clustering problem. J. Appl. Indust. Math.
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PaccmarpuBaerca ciemyromast NP-Ttpysinast B CHIBHOM CMBICTIE

Bagadya (Minimum sum-of-squares 2-clustering problem with
given center of one cluster and cluster cardinalities). /ano: muo-
xkecrBo Y = {y1,...,yn} rouek u3z RY u marypanbuoe uucjio M.
Hatdimu: pa3buenue muoxkectsa ) Ha asa kiaacrepa C u )\ C rakoe,

9TO
Sy =317+ Y llyl* — min,
yeC yeY\C
rae 7(C) = (1/|C|) > y — uenrpoun xnacrepa C, upu OrpaHu-IeHun
yel
IC| =M.

PaccmarpuBaemas 3ajada akryajibHA, B YACTHOCTH, B AHAIM3E
JIAHHBIX M PAaCHO3HABAHUMKM ODPA30B, MATEMATUYECKOl CTATUCTHKE,
KOMIIbIOTEPHOU I'eOMETPUU.

B nacrosieit pabore ycranosieso [1], uro ecau P # NP, To jis
3a/1a9 HE CYIIECTBYET MOJHOCTHIO TTOJUHOMUAJIBHON MPUOINKEHHON
cxembl (FPTAS). Takas cxema mocrpoeHa it cirydast (DUKCHPOBaH-
HOM Pa3MEPHOCTH IIPOCTPAHCTBA. TPyI0eMKOCTh aaropuTMa, peaJiu-
syromero cxemy FPTAS, pasna O(N?(1/¢)%/?), rae ¢ — rapantupo-
BaHHAs OTHOCUTE/IbHAS TIOPEIIHOCTD.

Pabora mogaepxkana rpartavMu POOU Ne 13-07-00070 u Ne 15-01-
00462.

[1] Kel’'manov A.V., Khandeev V.I. FPTAS for a special case of

a quadratic Euclidean 2-clustering problem // Comput. Math. Math.
Phys., 2015 (in press).
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Fully polynomial-time approximation scheme
for a quadratic Euclidean 2-clustering problem
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The authors consider the following strongly NP-hard

Problem (Minimum sum-of-squares 2-clustering problem with
given center of one cluster and cluster cardinalities). Given: a set
Y = {y1,...,yn} of points from R? and a positive integer number
M. Find: a partition of ) into clusters C and Y \ C such that

Sy -3+ 3 llyl* - min

yeC yeY\C

where F(C) = (1/|C]) >_ y is the centroid of C, under constraint
yel
c| = M.

The considered problem is actual, in particular, in data analy-
sis and pattern recognition, computer geometry, and mathematical
statistics.

It has been proven that unless P = NP, in the general case
of the problem, there is no fully polynomial-time approximation
scheme (FPTAS) [1]. In addition, such a scheme is presented for the
case of fixed space dimension. The running time of the algorithm is
O(N3(1/¢)%/?) where ¢ is the arbitrary relative error.

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-07-00070 and 15-01-00462.

[1] Kel'manov, A., and Khandeev V. 2015 (in press). FPTAS for a special
case of a quadratic Euclidean 2-clustering problem. Comput. Math.

Math. Phys.
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Mopgudukaymn nokanbHOro 3AMMUHALMOHHOIO
anroputma ansi 3ppeKTUBHOro petueHns 6onbLInx
pa3pexXeHHbIX 3a4a4 AUCKPETHON onTumMu3aunu

Jdemmroorcnurosa dapvsa Baadumuposrax darabbt@gmail.com

Mocksa, Beraunciurenbustii nenrp nm. A. A. Toponuunpina PAH

OuH w3 TOAXOO0B K PEMIEHUI0 PA3PEKEHHDBIX 3339 IeJI09nC-
JIEHHOT'O JIMHEHHOI'O [POrPAMMHUPOBAHUS OCHOBAH HA BbLIEIECHUU
6s10un0-apesosuanoil (B/) crpykrypbl B Marpuue OrpaHudeHuii.
B wacrrocTH, MomudunmpoBanabii MeTo, gjekomno3uriuu OuHKe b
IITelHA MO3BOJISAET BBIACIATH COAJIAHCHPOBAHHYIO CTPYKTYPY. 3aTeM
MIPOM3BOINTCS IEKOMITO3UIHMS 33/a49U, HAIPUMED C MOMOIIBIO JIO-
KaJIbHOI'O  3JMMUHAIMOHHOrO asropurma (JIDA), wupeiioxennoro
0. A. Ilepbunoii. JIoOKaIbHBIA STUMUHAIMOHHBIA AJTOPUTM CBOJUAT
UCXOIHYIO 33/1a4y OOJIBIION PA3MEPHOCTHU K IIOCJIE0BATEIbHOCTH 32~
a9 MEHBITUX PAa3MEPHOCTEl, CBA3AHHBIX C OTACJIbHBIMU OJIOKAMU
BI-crpykrypsi. [Ipobiema JTaHHOrO MOAXOMA 3AKJIIOYAETCS B TOM,
9TO [IJIsE MHOTHX 3324 OOJIBINON pa3MEPHOCTH IMOUCK TOYHOTO pe-
LIEHUs TAKUM CIIOCODOM OCTaercd 4pe3Bbldaiino rpymoemkum. [le-
JIBIO JIAHHOM PADOThHI ABJIAETCH PACIINPEHUE KJIACCA 33024, PEIIAeMbIX
¢ momompio JIDA.

Beun mpoBeeHbr UCC/IEI0OBAHNS PA3JIUIHBIX METOJ0B COKpAIIe-
uust nepebopa B JIDA Kak TOUHBIX, TaK U TPUOIMKEHHBIX. JIeK-
cuxkorpaduIecKknil MOUCK OKazaJjca nambosee 3hPEeKTUBHON IBpUC-
TuKoil Jyig pewenuss NP-rpynuoit 3asauum onpesjesnenus OnTUMAIb-
HOroO mopsaka saumunanuu. [Ipemporneccudr nmokasasn cBoio dpdex-
THUBHOCTB /IS TIPEIBAPUTENLHON 00pabOTKM 33,181 OOJIBIIONH pa3Mep-
moctu. Vcnosb30Banme mOCTONTHMAIBHOTO aHAIN3a COKPAIIAET Bpe-
Msi perreHus 3a/1a49 i OOJIbIINX MaKeTOB TUIOBBIX 33/1a4. Peakca-
LAY [TO3BOJIAIOT [IOJIy9aTh PelIeHus i MHOIUX 3a/a4 O0JIbIIoi pas3-
MEPHOCTH 3HA4YUTEIbHO ObicTpee. PacnapasuiesuBanue cyecTBenno
YMEHBITAeT BpEeMs HAXOXKICHUs PEIIeHWIT I 331849 ¢ OOIbIIUMA Ce-
maparopamu. JIOKaJIbHBIN SIUMUHAIMOHHDBINA AJTOPUTM C OPAKYJIOM
okazaJicd 3 MOEKTUBHBIM [1j1s1 OBICTPOTO MOy YeHUS TPUOIHKEHHOTO
pewenus [1].

[1] JTemmiooicrurosa J. B. IlapasnespHoe npeacrasieHue JIOKAJJIbHOIO

SJIMMHUHAIIUOHHOI'O aJIrOPpUTMa Jid YCKOPDEHUYA PELIeHUudA PA3PEzKeHHbIX

3aja4 JUCKpeTHON onruMusanuu // KoMmbiorepHble HCCiIeI0BaHHS
u mozemuposanue, 2015. T.7. Ne3. C. 699-705.
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Modification of local elimination algorithm for sparse
large-scale problems of discrete optimization
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of Sciences

An approach to solving sparse integer linear programming problems
is considered. It is based on the allocation of block-tree structure
in the matrix of restrictions. The modified Finkelstein decomposi-
tion is used to select a well balanced block-tree structure. Thereafter,
the local elimination algorithm proposed by O. A. Shcherbina is used
for the decomposition of the problem. The local elimination algo-
rithm reduces the initial large-scale problem to a sequence of low-
dimensional problems associated with individual blocks of the block-
tree structure. Reducing the time complexity of the exact solution
still remains a challenging problem for many large-scale applications.
The goal of this work is to extend the class of problems effectively
solved with the local elimination algorithm.

Various methods of reducing the running time of the local elimina-
tion algorithm, both exact and approximate, have been investigated.
It is shown that lexicographic search is the most efficient heuristic
for the NP-hard task of determining the optimal elimination order.
The preprocessing is effective for large-scale problems. The postopti-
mal analysis reduces the total running time for large packages of typ-
ical tasks. Relaxation reaches a solution much faster for many large-
scale problems. Parallelization reduces the running time for problems
with large separators. The local elimination algorithm with oracle is
effective for finding approximate solution quickly [1].

[1] Lemtyuzhnikova, D. 2015. Parallel representation of local elimination

algorithm for accelerating the solving sparse discrete optimization prob-
lems. Computer Research Modeling 7(3):699-705.
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3Mocksa, HammoHa bHbIT HCCIeI0BATeIbCKII yHIBepcuTeT «Boicuras
MIKOJTa SKOHOMHKH »

PaccvarpuBaercs 3a1a1a MHOTOK/IACCOBOM KJTaCCU(DUKAIIAK C JT0-
TOJTHUTEIbHBIMA TIPEIMTOJIOKEHUAMI O PA3ICTUMOCTH PA3HBIX TAH-
HBIX B OJIHOPOJIHBIE TIO KjiaccaM pernoHbl. OCHOBHASA Ues Mpejjiara-
€MOT0 AJTOPUTMA CYTh JIOKAJIUIAIHUSA CJAOKHOCTH 3439 C OOJIBITHM
9HCJIOM KJIACCOB HA OCHOBE aHAJN3d CXOKECTH IMPU3HAKOBBIX OIUCA-
HUHA JaHHBIX.

[IpescraB/ieHbl HOBbIE BEepXHUE W HUKHUE DAHUIIBI HA 0000IIa-
TOIIYIO CITOCOOHOCTH MHOTOKJIACCOBBIX Kitaccuukaropos. Takxke 00-
CY2K/TQIOTCS BOIPOCHI yTOYHEHWS IMOJIyYEHHBIX TDAHMUIL IS CIIydas
oby4aenus (PyHKIMOHATLHBIX K/TACCOB MAJION CJIOZKHOCTH.

Ha ocuoBe mpejjiaraeMbIx OIEHOK IIPEJJIOKEHbI HOBBIE MHOIO-
[IArOBbIE AJTOPUTMbI MHOTOKJTACCOBO KIaCCH(PUKAIINN U IIPOIEMOH-
cTpoBaHa uX 3MPEKTUBHOCTH HA, PABJIUIHBIX JTAHHBIX U3 PEIO3UTO-
pues ImageNet u UCI [1].

Pabora nognepxana PODU, rpanr 15-07-09121 _ a.

[1] Mazimov Yu., Reshetova D. Tight risk bounds for multi-class margin
classifiers. http://arxiv.org/abs/1507.03040.
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A problem of multiclass classification under plausible assumptions
on data separability into label homogeneous regions is considered.
The main idea of the algorithm is to localize a multiclass complexities
based on the analysis of data similarity.

Upper and lower Rademacher complexity based bounds on the
multiclass risk bounds are provided. The properties of the class func-
tions to be learned are discussed which allow to reduce the risk bounds
dependence in the number of classes as well.

It seems that the bounds matches with state-of-the-art results and
can be generalized on transductive and semisupervised setting.

The efficiency of the method is illustrated on various data from
ImageNet and UCI datasets [1].

The work is supported by the Russian Foundation for Basic Re-
search, grant 15-07-09121 a.

[1] Maximov, Yu., and Reshetova D. Tight risk bounds for multi-class mar-
gin classifiers. http://arxiv.org/abs/1507.03040
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CyuiecTBOoBaHNe paBHOBECU B ABYXYPOBHEBbIX
3aja4ax ueHooOpa3oBaHMsA 1 pa3mMelleHus xabos
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B 3ajagax pasmerennsi Xabbl CJIy2KAT B KAY€CTBE [IyHKTOB, B KO-
TOPBIX HAKAILJIUBAIOTCS U EPEpPACIIPEIeAIOTCs MOTOKU, HAIPUMED,
TacCakKupoB, I'PY30B, MOYTHI, JAHHBIX. JddeKT oT BBeAcHUS Xab0B
00yCJIOBJIEH C O/THO CTOPOHBI YIAJ€HUEM 9aCTH MAPIIIPYTOB, IT0 KOTO-
PBIM [IPOKMCXOJIUT Hepeada IMOTOKA, & ¢ APYroil CTOPOHBL SKOHOMUEH
3a cYeT pocTa 0ObEMOB IMEPEBO30K MEXKTY XabaMu.

B pabore mupemaraercd HOBas [IBYXypPOBHEBas HeJIUHEHAA
JaCTUIHO-TIEIOUNCICHHAS MOIE/Ib pPa3MEIleHns XaboB, CBA3AHHBIX
C HUMU PAIUAJIBHBIX CETEll, U BBIOOPA IEH 33 00C/IyKUBAHUE KJINEH-
toB. JIuaep nepsbiM BoIOUpaer cBou Xabbl, KOHCTPYHUPYET TOLOJIOIUIO
CBOUX DPA/MAJbHBIX CeTell U yCTAHABJIUBAET IEHbL. 3aTEM CBOIl Bbl-
60p sesaer nocseioBaresb. s Kax 0l napbl (ILyHKT reHepanuu,
OYHKT HA3HAYEHU$) U B CETU JIMJEPA, U B CETU IIOC/IEI0BATEIA
HalileTcsad CBOUW MapIIpyT Mepeadu MOTOKa. Pacrhpenenenue moTo-
KOB M€zKJly MapLIPyTaMu OLKUCHIBAETCH ClenUa bHOl Mozesbio (logit
model).

[Tokazauno [1], uro B upesjaraemoil Moje/u CyecTByeT PaBHOBe-
cue Illtakennbepra s 11000T0 THIIA B3ANMOICHCTBHUS NTPOKOB: KaK
KOOIIEPATHBHOTO, TAK W HEKOOIEPATUBHOTO. YCTAHOBJIEHO, YTO €CJIU
Xabbl W CETH WIPOKAMHU yIKe BBIODAHBI W WIPOKHU YIaCTBYIOT B II€-
HOBOI BOiiHE 110 Tuily urpbl beprpana, o cymecrByer eJuHCTBEHHOE
u KoHedHoe pasHoBecue Harmra jiyist 11000ro tuia B3auMoAeicTBus ur-
pokoB. 13 9T0Or0 pe3yabrara CIemyeT, 9TO €CIU PACCMATPUBATH KOH-
KYPEHIUIO MEXKIy UTPOKAMU IIPU BHIOOpE XabOB C MOCJIEIyIONIei me-
HOBOW BOIHOIA, TO JIJIg IRAepa CyMIeCTBYeT PEIIeHne, IPUHOCAIIeE eMy
MAKCHUMAJIbHBIA JOXO/, JIjisi JTI000r0 TUIIA B3AUMOJECHCTBISA UIPOKOB.

Pabora noanepxana rpanrom PODOU Ne13-07-00016.

[1] Cwoki¢ D.D., Kochetov Yu.A., Plyasunov A.V. Stackelberg equilibria
in the leader—follower hub location and pricing problem // 40R,

Springer, 2015 (in press). Vol. 13.
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Hub location problem is one of the thriving research areas in loca-
tion theory with many practical applications. Hubs generally serve as
consolidation and dissemination facilities through which flows (e. g,
passengers, freight, mail, data) are routed between stipulated ori-
gins and destinations. Concept itself provides significant reduction in
number of links, called spokes, required to ensure that all demand is
going to be satisfied. Other benefits are so-called economies of scale.
This means that cost per unit of flow is going to be reduced between
the hubs. Generally, usage of transportation resources will be much
more efficient.

In this paper, a model is proposed where two competitors, called
a leader and a follower, are sequentially creating their hub and spoke
networks and setting prices. It is called the Leader—Follower Hub
Location and Pricing Problem. For this model, it is shown in [1] that
there is Stackelberg equilibrium for altruistic and selfish behavior of
the follower. Next, the authors address different scenarios in which
competitors are playing Bertrand alike pricing game for already given
hub and spoke networks. It is shown that there is a finite pricing Nash
equilibrium for this case as well.

This research is funded by the Russian Foundation for Basic Re-
search, grant 13-07-00016.
[1] Cvoki¢, D.D., Kochetov Yu.A., and Plyasunov A.V. 2015 (in press).

Stackelberg equilibria in the leader—follower hub location and pricing

problem. 40R 13.
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PaccvarpuBaercd 3a1a9a ONTHMA3AIUN CAETYIONEr0 BUIA:

1 A
min | F(w) = > filw) + §||W||§ )
i=1

weRP

rne f; : RP - R,i=1,...,N, — BCIOJy OIpe/eJICHHbIE BLITYKJIbIE
NBazKIbl HempepbisHo muddepenmupyembe bynknun; w € RP —
ONTUMUBUPYEMbIE TIepeMeHHbie; A > 0 — 331aHHbIil KOIDMUITHEHT.

[Ipeamonaraercs, 910 9uC/I0 caaraeMbix N sABJISIETCS O9eHb O0JIb-
muM. B rakoit curyarnun i MuHEMA3anun GYHKIAA [ OOBITHO
UCHONB3YIOT UHKPEMEHMAAbHLE METO/Ibl OITUMU3AIME, CTOMMOCTH
ATEpaIuu KOTOPBIX HE 3aBUCUT OT ducja GpyHknuii N.

B mocsieiame rombr ObLT MPEJIOKEH eI Pl PA3HOOOPA3HBIX
MHKPEMEHTAJIbHBIX MeT0n0B. K coxkasienuio, HecMoTpst Ha CBOIO -
deKTUBHOCTD HA MPAKTUKE B HEKOTOPBIX CJIydasX, BCE 3TH METObL
uMeroT b0 cyOuHeliny0, OO0 JIMHEHHYI0 CKOPOCTh CXOIUMOCTH.

B sroit pabore mpesaraercs HOBBI MHKPEMEHTAJLHBIN METO.
ONITUMUBAINHN, 00/JIaJA0NINI TPUHIINIHAJILHO 00lee OBICTPOIl CKO-
POCTBIO CXOIUMOCTH — CynepauHeliHol. Pe3yaprarsl dKCIepuMeH-
TAJbHOI'O CPABHEHUS HA PEAJIbHBIX JAHHBIX [TOKA3BIBAIOT, YTO B P/
3a/1a4 [IPE/JIOZKEHHBII MeTo/| paboTaer CyIeCTBeHHO ObICTPee MUPO-
BBIX aHAJIOroB [1].

Pabora nojzep:kana rpanrom PODI Ne15-31-20596-m01_a_ Bej,
Microsoft Research, research initiative: Computer vision collaborative
research in Russia, Skoltech SDP Initiative, applications A1 and A2.
[1] Podomanos A. O., Kponomos /. A. BoicTpblii MHKPEMEHTAJIbHBIA Me-

TOZ, ONTUMU3ANUKA OOIBIIMX CYMM (DYHKIHI C CyIepanHeHHONH CKO-

pocrbio cxoxumocTu // MamunHoe o0ydeHue u aHau3 JaHHBIX, 2015

(B neuarn).
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Fast incremental optimization of large sums
with superlinear convergence rate

Rodomanov Anton anton.rodomanov@gmail.com
Kropotov Dmitryx dmitry.kropotov@gmail.com

Moscow, Lomonosov Moscow State University

The following optimization problem has been considered:

, 1 & A o
iy, [P i 530w+ 5w
where f; : RP =5 R, i =1,...,N are the convex twice continuously
differentiable functions defined everywhere; w € RP are the opti-
mization variables; and A > 0 is the given coefficient.

Assume that the number of variables N is very large. In this case,
one usually uses incremental optimization methods, whose iteration
cost does not depend on N, for optimizing F'.

A lot of various incremental methods have been proposed in re-
cent years. Unfortunately, despite being effective in practice in some
cases, all these methods still have either a sublinear or linear rate of
convergence.

In this work, the authors propose a new incremental optimization
method which has a substantially rate of convergence, namely, super-
linear. The results of experimental evaluation on a set of real data
problems show that the proposed method works much faster than
current state-of-the-art methods [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-31-20596-mol_a_ved, Microsoft Research, research
initiative: Computer vision collaborative research in Russia, Skoltech
SDP Initiative, applications A1l and A2.

[1] Rodomanov, A., and Kropotov D. 2015 (in press). Fast incremental op-
timization of large sums with superlinear convergence rate. J. Mach.

Learn. Data Anal.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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CornacosaHue nporHo3oB B 3agavax
NMPOrHO3MPOBAHNS NEPAPXNYECKNX BPEMEHHbIX PSa0B

Cmenuna Mapus Muzatinoena'>x mmedvednikova@gmail . com

'Mocxksa, Mockosckmit busuko-rexamaeckuit macruryr (I'Y)

2Mocxksa, Hanponanpueiii ucciegosareabckuil yausepeurer «Boicuras
IIKOJI3 SKOHOMUKH»

PaCCManI/IBaeTCH 3a/a9a COrJIaCOBaHHA IIPOTHO30B ceMencTBa
BPEMEHHBIX PSAI0B, OObEINHEHHBIX B HEPAPXUIECKYIO MHOIOYPOBHE-
BYIO CTPYKTYpPY. BEeKTOpOM HE3aBHCHMBIX IIPOTHO30B HA3BIBAECTCS BEK-
TOpP, BCE 3JIEMEHTBHI KOTODPOT'O MOJIyYeHBbI I KazK/IOT0 BPEMeHHO-
0O pdJa MepapXuu He3aBUCUMO OT Apyrux. BexkTopom corsracoBan-
HBIX MPOTHO30B HA3BIBAETCH BEKTOP MPOTHO30B, JIEMEHTHI KOTOPOTO
VIOBJETBOPAIOT CTPYKTYpe nepapxuu. Pereruem 3a1a9u COriacoBa-
HU IIPOTHO30B ABJIAETCA BEKTOP COIVIACOBAHHBIX IIPOIHO30B, Y/IOBJIe-
TBOPAIONUX (PU3HICCKUM OTPAHUICHUAM U ODECIEINBAIONINX 3HATE-
HUe 3aJaHHOH (DyHKINN MOTEPh HE DOJIBIIE, YeM IPU UCIOJIH30BAHUN
HE3aBUCUMbBIX TTPOTHO30B.

[Ipeamaraercs aJropuTM TEOPETHKO-UIPOBOIO COTJIACOBAHUS IIPO-
IHO30B. 3a/1a4a COLJIACOBAHMS [IPOIHO30B PACCMATPUBACTCH KAaK I10-
ncK paBHOBecus HbIna B aHTaroHMCTUYECKO# Urpe, rie UrpoK BuIOW-
PaeT BEKTOP COrJIACOBAHHBIX IIPOTHO30B, Y/IOBJIETBOPIIOMNX (hu3nde-
CKUM OTpAHUYEHUIM, 8 TPUPOa — BEKTOP AeHCTBUTEIHHBIX 3HAMe-
HII BpEeMEHHBIX PAI0B. /loKa3bIBAETCsI, 9TO BHIOOP B KATECTBE BEKTO-
pa coryIacoOBaHHBIX IIPOTHO30B PABHOBECHOI CTpAaTErun UrpoKa rapaH-
THUPYET, 9TO MPOTHO3BI Oy/IyT YIOBJIETBOPATL (PU3HTIECKHM OTPAHI-
YeHUAM U TPEeDOBAHUIO K KA4ecTBY. AJINOPUTM TEOPETHKO-UTPOBOrO
COIVIACOBAHMS HAXOIUT OJIMKAUINUI BEKTOP K BEKTOPY HE3ABUCH-
MBIX IIPOTHO30B, KOTOPBIH y/I0BJIETBOPAET YCJIOBUIO COTJIACOBAHHOCTH
n dusndeckuM orpanmdeHusM. [[0CKOIbKY TOYHOCTD HE3aBUCHMbBIX
IIPOTHO30B /[Ij1d PA3JIMIHBbIX BPEMEHHBIX PS/I0B MOXKET OTJINIATHCH, TO
[peIIaraeTcsa MOIUMPUIMPOBAHHBIN AJTOPUTM TEOPETHKO-UIPOBOIO
COIJTACOBAHUA, KOTOPBIA B XOJIe IIPOIELy Pl COITIaCOBAHNA B MEHbIIIEH
CTEeNeHN KOPPEKTUPYET HanboJIee TOYHbIE He3aBUCHMbIe TPOTHO3HI [1].

Pabora moamep:kama rpanTom PODPIU Ne 14-07-31046.

[1] Cmenuna M. M., Cmpusicos B. B. CornacoBanue nporao30s 1pu penie-

HUY 33,124 [IPOrHO3UPOBAHUS MEPAPXUIECKIX BPDEMEHHBIX psinos // VH-

dopmaruka u ee upumenenuns, 2015. T. 9. B, 2. C. 75-87.
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Forecasts reconciliation for hierarchical time series
forecasting problem

Stenina Mariya'*x mmedvednikova@gmail.com
"Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, National Research University “Higher School of Economics”

The forecasts reconciliation problem is investigated. The time series
are integrated into the hierarchical multilevel structure. An indepen-
dent forecasts vector is a vector of forecasts obtained independently
for every time series. A reconciled forecasts vector is a vector of
forecasts satisfying the hierarchical structure. The solution of fore-
casts reconciliation problem is a reconciled forecasts vector satisfying
the physical constraints and providing value of the loss function no
greater than one with independent forecasts.

The game-theoretically optimal reconciliation algorithm is pro-
posed. The forecasts reconciliation problem is seen as Nash equilib-
rium search in the zero-sum game. The player chooses a reconciled
forecasts vector satisfying the physical constraints. And the nature
chooses a vector of real values of time series. It is proved that the
equilibrium strategy of the player satisfies physical constraints and
quality requirements. The game-theoretically optimal reconciliation
algorithm finds the reconciled forecasts vector which is the closest
one to the independent forecasts vector and satisfies physical con-
straints. The independent forecasts for different time series have dif-
ferent accuracy. The modified game-theoretically optimal reconcilia-
tion algorithm is proposed. It less corrects more accurate independent
forecasts [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-31046.

[1] Stenina, M., and Strojov V. 2015. Forecasts reconciliation problem for

hierarchical time series forecasting problem. Informatika i ee Prime-
neniya — Inform. Appl. 9(2):75-87.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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MapameTpuyeckunini cnHTes pobacTHbIX cucrem
KBa3UMHBApPMAHTHOrO ynpas/iieHNnst MeTogammu
pacno3HaBaHus obpa3os

Texaura Jlapuca I'puzopvesrax teklina2010@yandex.ru
Komeavruros Hzopv Bawecaasosun neymark@pmk .unn.ru

Huxnawnit Hosropoa, Hukeropoackuii rocy1apCTBEHHBIN yHUBEPCUATET
um. H. U. JIobagesckoro

Pabora nocssmena npobaeme CHHTE3a CUCTEM YIIPABICHUS B YCIO-
BUSAX JEHCTBUs BHEIIHUX Bo3Myienuii. PaccmarpuBaercs 3aiada na-
PAMETPUUYECKOrO CHHTE3a PODACTHBIX CUCTEM KBA3UUHBAPUAHTHOIO
YIPaBJIEHUSI C PErYJIUPOBAHNUEM 110 OIHOKe yrpasyenus. Ilog kBa3n-
MHBAPUAHTHOCTHIO MTOHUMAaeTCs Tpedyemasi MaJoCTh OHIMOKH yIpaB-
JIEHUSL B YCTAHOBUBILEMCs PEKUME Jijisi JIO00r0 OrPAHUYEHHOIO 110
BeJINYMHE BHEIIHEr0 BO3MYIIEHH. DTa 3a/1a4a HE SABJISLETCH IKCTPe-
MAJIBHOM M OTJMYAETCH OT TAKOBOW KAK IO MMOCTAHOBKE, TaK W 110
MeTo/IaM ee perieHus. /Ijisi cHHTe3a TaKMX CHCTEM IIPEe/IaraeTcs Hc-
[I0JIb30BATH HOBBI IO/IX0/I, OCHOBAHHBIA HA [TOCTAHOBKE U DEIIeHUN
3a/1a41 CHHTE3a B KadecTBe IPobJieMbl PACIO3HABAHM 00PA30B C aK-
TUBHBIM KCHEPUMEHTOM. Merojpl pacno3HaBaHus paboTaoT B PO-
CTPAHCTBAX DOJIBLION PA3MEPHOCTH U HO3BOJIAIOT HANTH HY2KHYTO 00-
JIACTH UCKOMBIX ITapaMeTpPOB C 3a/[@HHON CTEMEeHbI0 CTATUCTHUIECKOM
nocroepHocTr. C MTOMOIIBHIO 3TOrO MOAX0/A MOXKHO CHHTE3MPOBATH
O/THOBPEMEHHO U pPODACTHBIE, U HEXPYIKue (uau rpybbie) CHCTeMbl
yupasJieHust. BoaMokHOCTH 1 0OCOOEHHOCTH IPUMEHEHUST HOBOT'O 11O/1-
XO/a MPOMJIIOCTPUPOBAHBL HA [IPUMEDPE JBYX MATEMATHYECKUX MO-
Jieiefl cucreM yIpaB/ieHus: yIpaBieHrne 00bEeKTOM ¢ STAJTOHHON MO-
JIeJIBIO ¥ TallleHue KoJieOaHuil BEICOTHBIX COOpYsKeHuii [1].

Pabora Bbinosnena mnpu buHAHCOBOI mojiep:kke Mununcrepcrsa
obpazosanug u nayku Poccuiickoit @enepanuu, upoext Ne2000.

[1] Texauna JI.I., Komeavrnuxos H.B. Anaius u cunres3 AuHaAMUYECKUX

CHCTEM METOJaMu pacno3HaBanmsa obpaszos. — Lap Lambert Academic
Publishing, 2015. 136 c.
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Parametric synthesis of the robust quasi-invariant
control systems using methods of pattern recognition

Teklina Larisax teklina2010@yandex.ru
Kotel’nikov Igor neymark@pmk.unn.ru

Nizhni Novgorod, Lobachevsky State University of Nizhni Novgorod

The work is devoted to the synthesis of control systems under the
action of external disturbances. The problem of parametric synthesis
for the robust systems of the quasi-invariant control with regulation in
control error is considered. By the quasi-invariance, it is understood
the required little control error in the steady state for any bounded
external disturbance. This task is not extreme and differs from the
same by both the formulation and the methods of its solution. To
solve this problem, it is proposed to use a new approach that is based
on the formulation and solution of the synthesis problem as a problem
of pattern recognition with an active experiment. Methods of pattern
recognition work in spaces of large dimension and allow to find the
desired region of the unknown parameters with the required degree of
statistical reliability. Using this approach, one can synthesize at the
same time both the robust and nonfragile (or rough) control systems.
The possibilities and peculiarities of the new approach are illustrated
by two mathematical models of the control systems: the control object
with standard model and vibration damping of high-rise buildings [1].
This work was financially supported by the Ministry of Education
and Science of the Russian Federation, project No. 2000.
[1] Teklina, L., and Kotel'nikov I. 2015. Analiz i sintez dinamicheskikh sis-
tem metodami raspoznavaniya obrazov [Analysis and synthesis of dy-

namical systems using methods of pattern recognition]. Lap Lambert
Academic Publishing. 136 p.
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MaTtemaTtunydeckne mopcosiornm Ha ocCHoBe
HeyC/IOXHsWUX e—pnnbTpoB

Busauavmep Oput BaaenmuHrosuwx viz@gosniias.ru
2Keamos Cepeetli FOpvesuu zhl@gosniias.ru

Mocksa, @I'VII «T'ocysapcrBensblit Hay 1HO-UCCIIEI0BATEIIBCKUHI
uacruTyT asuanuonnbix cucrems (OIVII «TocHUIMAC»)

BriepBble omucaH TpUHIMITHAJIBHO HOBBIN MOJIXO0 K ajredpande-
CKOMY OIUCAHUIO Teopuu (POPMbI, OCHOBAHHBIH HA IOHATHAX YIIPOIIsi-
ouux mogudukaropos (YM-duubrpos) u e-opm. Kirouesyio poib
B mpejjaraeMoM MOpdOoIoraaeckoM (hopMaT3Me UIPAIOT IBE OC-
HOBHBIE XaPAKTEPUCTHKY: CIMeNneHb Modudurayuu 0dpasza GuibrTpom
u caooicrocms ordUIbTPOBAHHOIO 00pa3a (YeM MeHbIIe Ta CJI0K-
HOCTb, TeM CuJibHee ynpowenue obpasa dusbrpom). Ynpousarousu-
MU MOOUPUKAMOPAMU IIPEJJIOKEHO HA3bIBATH TAKUE (PUJILTPbL, KOTO-
PbIe yJIOBJIETBOPSIOT CJAEAYIONUM JIBYM YCIOBHUSAM: HEYCJIOKHEHUE OT-
bunrpTpOBAHHOrO 00pa3a MO OTHOIIEHUIO K MCXOTHOMY U MOHOTOHHAS
3aBHCHMOCTH CTEIeHU MOJIM(DUKAIME OT CTeneHu ymporieHus. Kak
[IOKa3aHO B paboTe, 3TOro JOCTATOYHO JJIs TOrO, YTOOBI Psij OCHOB-
HBIX CBOWCTB BCEX M3BECTHBIX MOPQOIOruIecKuX (PUIBTPOB ABTOMA~
TUYECKU BbIIOIHIICH JJid cucteMbl Y M-duibrpos. Takum obpazom,
Mopdosiorust Ha ocHoBe Y M-QHUILTPOB ABJIsIeTCsT 0000IEHTEM BCEX
paHee U3BECTHBIX CXEM MOCTPOEHUS MATEMATUIECKUX MOPQOIOTH.

Jamee, mis pabOThI ¢ KjaccaMu M300parKeHwil B pamMkax (hop-
mvasm3ama Y M-buiabrpoB BBOAATCH nOHATUA £-DUALTPOB 1 £-HopMm.
Yuporgonuii MoaudUKaTOp MPEJIOKEHO HA3BIBATH - HUAbmpom,
COMJIACOBAHHDBIM ¢ (POPMOIT 33/ [AHHOIO ITAJOHA @, €CJIA CTEIEHb MOJIU-
durammu dTasoHa ¢ JAHHBIM (DUIHTPOM HE MPEBBIMIAET HEKOTOPOrO
€ = 0. MHOXKeCTBO £-CTaOUJIbHBIX IJIEMEHTOB JAHHOTO (DUILTPa, Oy-
JIEM HA3BIBATH €-HOpMOTl ITAIOHA ¢, €CJIU OH ABJIACTCH E-(DUIBTPOM
A a. B pabore mokazano, 9To cBOCTBA £-POPM AHAJTOTUIHBI CBOII-
crBaM TPaAUIUOHHbIX MOpdosornyeckux Kiaccos (0-opm), B yacr-
HOCTH B 3aJa4e cpaBHeHus $hopM IO CIOKHOCTH [1].

Pabora mognepxana rpaarom PODOU Ne14-07-00914-a.

[1] Busuavmep FO.B. 2KKeamos C.FO. Maremarudeckue MOPQOIOrue Ha
ocuose neycioxusomux e-bunsrpos // Uss. PAH. TuCYV, 2015 (B we-
qarnm).
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Mathematical morphologies based on nondecreasing
e—filters

Vizilter Yurix viz@gosniias.ru
Zheltov Sergey zhlQgosniias.ru

Moscow, Federal State Unitary Enterprise “State Research Institute
of Aviation Systems” (FGUP “GosNIIAS”)

The paper describes the new approach to algebraic shape theory de-
scription based on the notions of simplifying modificators (SM-filters)
and e-shapes. Two main characteristics play the key role in the pro-
posed formalism: modification power of the filter and complexity of
the filtered pattern (the less this complexity, the stronger the sim-
plification power of the pattern by the filter). It is proposed to call
the filter as simplifying modificator if it satisfies the following con-
ditions: nondecreasing of filtered pattern relative to the original one
and monotonous inverse dependence of modification power with re-
spect to simplification power. It is demonstrated that these properties
are enough to reproduce the main properties of all known morpho-
logical filters besides the idempotent one. So, the morphology based
on SM-filters can be considered as a generalization of all known mor-
phological schemes.

For the operation with image classes, the additional notions of
e-filter and e-shape are introduced in the framework of SM-filters.
Simplifying modificator is called the e-filter for the shape of the given
sample image a if the modification power of this filter with regard to a
is not greater than € > 0. The set of e-stable elements of some SM-
filter is called an e-shape of a if this filter is an e-filter of a. It is
demonstrated that the properties of e-shapes are analogous to the
properties of traditional morphological classes produced by idempo-
tent filters (O-shapes), in particular, concerning the shape comparison
by complexity [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00914-a.

[1] Vizilter, Yu. V., and Zheltov S. Yu. 2015 (in press). Mathematical mor-
phologies based on nondecreasing efilters. Int. J. Comput. Syst. Sci.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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BbicTpblie anroputmbl 00paboTkn n3obparkeHui
Ha OCHOBE HeCTAaLuMOHAPHOW raMmma-HOpPMaJibHOW
Mogesnmn

I'pavesa Hnecca AnerxcardposHax gial509@mail.ru
Konwvinoe Andpetl Banepuesuy And.Kopylov@gmail.com

Tysa, Tynbckuil rocy1apCTBEHHBIN YHUBEPCUATET

[Ipunsareit B gannoit padbore 6aECOBCKHI OIXO, YACTO UCIOIb3Y-
ercd KakK YHUBEPCAJIbHbIA METO/[ s [eJIOr0 KJacca 3a/a4d obpabor-
K1 n300pazkennit. Pesysibrar 06paboTKu B 9TOM Cllydae MOXKET ObITh
MIPEJICTABJICH KaK TPEe00PA30BAHIE NCXOMHOTO N300PAXKEHNUs, OIIPE,Ie-
JIEHHOTO HA JMCKPETHOM MHOYKECTBE, BO BTOPUYIHBII MACCHUB JAHHBIX,
KOTODBIII OLIPE/IEJIEH HA TOM K€ MHOXKECTBE apPI'yMEHTOB U IPUHUMAET
3HAYEHUS U3 HEKOTOPOI'O IOAXO/IAIIErO MHOKECTBA, B 3aBUCUMOCTU OT
perraeMoit 3aja4uu. Anaau3upyeMoe n300paKeHue u pe3yabTar obpa-
OOTKM B paMKax [TaHHOIO IMTOJX0/a PACCMATPUBAIOTCA KaK HAOJIIONA-
eMas U CKPbITasd KOMIIOHEHTHI 1By XKOMIIOHEHTHOT'O CJIY 9aifHOTO TOJIS.
lamma-HopMasibHas MOJIENb CKPBITOIO I0Jisd, [IPE/JIOZKEHHAA DaHEee,

XOPOIIIO HOKa3aJa cedsa B 3ajade yAAJeHus IIyMa Ha H300parKeHun.

OaHako Ui TaKuX 3a/a9, KaK YJAAJeHue TyMaHa Ha W300parKeHuw,

ckarue kourpacra HDR (high dynamic range) usobpaxkenuii, Boc-

CTAHOBJIEHUE CTPYKTYPhI N300pPAXKEHNUs, TaHHAA TOCTAHOBKA, HE TIO/I-

xozut [1].

[Ipu pemrennu 3a1a49 JAHHOTO TUIIA B KA9eCTBE HAOIIOMAEMON KOM-
[IOHEHTbI BBICTYIIAET HE MCXOHOE M300DaKeHHe, a [POMEKYTOUHBII
pe3ynbrar 06paboTKH, CemuUIHbII /s KazKI01 KOHKPETHOH 3a/1a-
au. Hampuwmep, B 3a7a4e yrajaeHns TyMaHa B POJIM HAOJIIOACHUS BbI-
CTYyIAeT KapTa PACCEMBAHUSA, B 3a/a49e CKATHA KOHTPACTA — CJIa00-
KOHTPACTHOE U300pazkeHue, B 33/1a4e BOCCTAHOBJIEHUS CTPYKTYPbL —
rpy0as oneHKa rpanuipl. Pe3yibrupyiormiee n3006pazkeHne mo Iy Iaet-
Csl IIyTeM yTOYHEHHS STOIO IIPOMEKYTOYHOIO U300PaKeHusl Ha, OCHO-
Be IpoIie Ly pbl (GUIBTPAIUU-UHTEPIIOJISIIUH C IIOMOIIIBIO OIIEHOK ITapa-
METPOB MO/JIEIN CKPBITOTO IMOJIsA, HAHIEHHBIX C yIETOM YIIPABJIAIONIE-
0 M300parKeHNsI, KOTOPBIM MOXKET ObITh MCXOJHOE M300parKeHwme.

Pabora nognepxana rpanrom PODOU Ne13-07-00529.

[1] I'pawesa H.A. Konwinos A. B. Beictpsle agropurmbl 00paboTku n306-
pakeHMil Ha OCHOBE HECTALMOHAPHON raMMa-HOPMaJbLHON Mmopemu //
MamwuanaOe 00y enue u anaan3 gaHubrx, 2015. T.1. Ne12. C. 1677-1685.
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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Fast image processing algorithms on the basis
of nonstationary gamma-normal model

Gracheva Inessax author_gial509@mail.ru
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Tula, Tula State University

The Bayesian approach accepted in this paper is often used as a uni-
versal framework for a class of image processing problems. The ul-
timate aim of processing can be represented as a transformation of
the original image, defined on a subset of the two-dimensional dis-
crete space, into a secondary array, which would be defined on the
same argument set and take values from a set depending on the
problem. In this approach, the analyzed image and result of pro-
cessing are considered as the observed and hidden components of the
two-component random field. Proposed earlier gamma-normal model
of the hidden field performed well in the image denoising problem.
However, this formulation is not suitable for problems such as image
haze removal, HDR, (high dynamic range) image compression, and
structure-transferring of image.

In such problems, the intermediate result of processing, special
for each particular problem, plays the role of observation instead of
original image. For example, in the haze removal problem, a trans-
mission map is taken as the observation; in the HDR compression
problem, observation is a low-contrast image; and in the structure-
transferring problem, it is a rough estimate of edge. The resulting
image is obtained by refining this intermediate image on the basis of
filtration-interpolation procedure using the estimates of parameters
of a hidden field. These estimates can be found by taking into ac-
count the governor image. In the mentioned above tasks, the original
analyzed image can be used as the governor image [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 13-07-00529.

[1] Gracheva, I., and Kopylov A. 2015. Fast image processing algorithms on
the basis of nonstationary gamma-normal model. J. Mach. Learn. Data

Anal. 1(12):1677-1685. jmlda.org/papers/doc/2015/JMLDA2015n012.
pdf.
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HenuHeiinas mHoromepHas cpunbrpauyms
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Kupos, Barckuil rocy1apCcTBeHHBII yHHBEPCUTET

Henp paborbr — pa3paborka MeTOJa HEJIHHEHHON MHOroMep-
HO¥ (DUIBTPAIIMU MHOTOKOMITOHEHTHBIX N300PasKeHNil, 03BOJISIONIe-
I'O MOBBICUTH Ka4eCTBO M300payKeHW, NCKaKEHHBIX DEJIbIM IayCcCOB-
CKHUM IIIYMOM.

MHOroKoMIoHEeHTHBIE U300parkeHus 00/IaJai0T OOJBIION cTaTh-
CTUYECKON U30BITOYHOCTHIO, KOTOPYIO LEJeCO00PA3HO UCIIOJIb30BATH
JIJIS [IOBBIIEHUS KA4eCTBA BOCCTAHOBJIEHHS 3AIlyMJIEHHBIX u300pa-
sKeHnit. JacTHBIM Cily4aeM MHOTOKOMIIOHEHTHBIX M300parKeHuil siB-
asitores nBerHble RGB m3obpakenusi, kaykaast U3 [[BETOBBIX KOMIIO-
HEHT KOTOPOI'O IIPeJCcTaBsger coboil g-pa3psaaHoe nudpoBoe 1oy To-
nopoe usobpazenuii (IIIIIT). YVuurbiBas xapakrep Crarucruadeckoil
cBsa3u Mexky daementamu BayTpu LTI u mexay snemenramu mse-
TOBBIX KOMIIOHEHT, IPEJJIO?KEHO AIIPOKCUMUPOBATH I[BETHBIE M300-
pazkKeHusl TpexMepHoil 1enbio MapkoBa € HECKOJIBKHUMH COCTOSIHUSI-
MU, a pa3psi/iHble IBONYHbIE N300parKEHUsT IIBETOBBIX KOMIIOHEHT —
TpexMepHoil nenbio MapkoBa ¢ AByMs COCTOAHUSAMU.

Mero/1; ocHOBaH HA AIIIPOKCUMAIMU MHOIOKOMIIOHEHTHBIX n300pa-
xkenuil rpexmepHoii nemnpio Mapkosa u reopuun duiabrpanuu ycaos-
HBIX MapKOBCKHX IIPOIECCOB. JIjis MOBBIINEHNsT Ka9eCTBA BOCCTAHOB-
JIEHHOT'O M300payKeHWsi HMCIIOJIb30BAHO CKOJIb3SIIIEe OKHO, ITO3BOJIS-
IOl[ee TOYHEe BbIYUC/IUTD CTATUCTUYECKUE XAPAKTEPUCTUKU U300pa-
JKEHU T KazK 10 JIOKAJIbHON 001acT n300parKeHus.

[Tokazana 3 pekTuBHOCTD pa3padoTaHHOrO MeTo1a. B auanasomne
oTHOWIeHn{ curHam/mym p2 = —9...— 3 1B BeMCpbII B CcpeHe-
KBa/[PATUIHOM OTKJIOHEHHH TPEXMEDPHBIM ajrOpPUTMOM IO CpaBHe-
HUIO C paHee pa3pabOTaHHBIM JIBYMEPHBIM AJTOPUTMOM COCTABJISET
or 30% 1o 70% coorsercrsento [1].

[1] Medsedesa E. B. Henunelinass MuoroMepHast (DUIbTPAIUS MHOIOKOM-
noHeHTHbIXx u300paxkenuit // Mamunnoe obyvenue m aHaau3 J1aH-
werx, 2015 (B mewarm). T. 1. Ne.13. jmlda.org/papers/doc/2015/
JMLDA2015n013.pdf.
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The goal of this paper is to develop a method of nonlinear multi-
dimensional multicomponent images filtering. The method allows to
improve the quality of image distorted by white Gaussian noise.

Multicomponent images have a greater statistical redundancy.
This redundancy would be appropriate for use to improve the qual-
ity of the restoration of noisy images. Special cases of multicom-
ponent images are RGB image, each color component of which is
a g-bit half-tone digital image (HTDI). The nature of the statistical
relationship between elements within the HTDI and among the el-
ements of color components allows to suggest an approximation for
the three-dimensional (3D) color images with a Markov chain with
several states and for bit binary image of two color components with
a 3D Markov chain with two states.

This approximation makes it possible to apply the theory of filtra-
tion of conditional Markov processes for the development of filtering
method of multicomponent images. The authors propose improving
the accuracy of calculation of the statistical characteristics of each
local region within the image and between the color components to
improve the quality of the reconstructed image. A sliding window is
used to estimate local statistical characteristics of the image.

The results of modeling are presented. The gain in the mean
square error of a 3D nonlinear filtration with use of the sliding win-
dow compared with earlier developed algorithm of a two-dimensional
filtration is from 30% to 70%, respectively, in the range of the sig-
nal/noise relations, p? = —9...—3 dB [1].

[1] Medvedeva, E. 2015 (in press). Multidimensional nonlinear filtration
of multicomponent images. J. Mach. Learn. Data Anal. 1(13). jmlda.
org/papers/doc/2015/JMLDA2015n013. pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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3aja4a MOHUTOPUHIE, IMHAMUYECKUX M300ParKeHUIl ABJISeTCs Ol
HOIf W3 OCHOBHBIX B 00jacTH 00pabOTKN TIpadpUIeCKuX TaHHDBIX.
Bcee cymecrBytomue Ha CeroaHsMIHAN JI€Hb IOJIOOHDBIE AJITOPUTMBI
CIIOCOOHBI pEIaTh 3Ty 33734y TOJbKO B OYEHb y3KUX ODJIACTHX,
¥ HET HEKOEero YHUBEPCAJIbHOIO MTO/IX0/1a K €€ BLITOJTHEHUO.

[Ipenmaraemblii B JaHHON CTarbe METOJ, IO3BOJISET IIPOU3BO-
JIATH aHAJIN3 U300ParKeHUil U BUICOJTAHHBIX IO IMTHPOKOMY CIEKTPY
npusHakos. OH upejcrapjied B Bue OOLIEro OLUCAHUA AJIOPUTMA
7 pe3yJIbTaTOB JKCIIEPUMEHTAJIbHON MpOoBepKHu ero 3(hdeKTUBHOCTH
[IPY PEIeHnu’ MOCTABIEHHON 33291 — OBICTPOIl M KA9eCTBEHHON 00-
paboTKe rpadpuIecKuX JAHHBIX B BHAE TUHAMUIECKAX M300paKeHmii
WJTH BHAEONOTOKOB. PaccMaTpruBaeMbIit METO/T peain3yeT HOBBIH 0/I-
X0/ K 3a/Ia9e PACIO3HABAHUA 00OPA30B M OCHOBBIBACTCS HA IIPUME-
HEHUU KOMOWHAIMH KJIACCHYECKUX METOIOB MPsMOrO Mpeodpa3oBa-
nus Pasona Kk Marpuiie n300pazkeHus, OITHOMEPHOrO TPeodpa30BaHus
Dypbe K IOy I€HHBIM HHTETPAJIbHBIM TPOEKIIUAM U CTATHCTAIECKOTO
AHAM3a UHTErPAJIbHBIX K03 duimentos Pypbe, paccMarpuBaeMbIX
B KAYECTBE OCHOBHBIX JECKPHUIITOPOB OOBEKTOB M300PAKEHMUSI.

[IpeacraB/ieHHBIIH METO/I, OTJINIAET YHUBEPCAIBHOCTD, T. €. OH MO-
JKeT TPUMEHATHCS I PEIIeHNs 3a1a9 PACIO3HABAHUS JTIOOBIX 00D~
eKTOB C Jr00OW 3apaHee BbIOpAHHOU riIyOWHOI TOuHOCTH. B wact-
HOCTH, METOJ, IIO3BOJISET C BBICOKOHW TOYHOCTHIO OTC/IEZKHUBATH JBUKE-
HHS 3PAYKOB YEJI0BEKA, 9TO HAXOJIUT IPUMEHEHHE B KOMIIBIOTEPHOIT
oxysorpaduu [1].

[1] Hosuxos E. A., ITadankxo M. A. Ucnoabzosanue Pagon u Pypoe npeod-
pa30BaHmii PAaCTPOBBIX U300PAKEHUN [jIs OMMCAHUSA W OTCJICKUBAHUS
3aauHblX 00bekToB // Mamunnoe oby4enue u anaius ganubix, 2015
(B newarn). T. 1. Ne. 13. jmlda.org/papers/doc/2015/JMLDA2015n013.
pdf.
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The task of dynamic images monitoring is one of the central ideas
in the field of graphic data processing. All currently existing al-
gorithms are able to solve this task only in very narrow fields;
there is no general method or approach to its solution.

The proposed method allows analysis of images and video over
a wide range of characteristics. This method is presented in the form
of a general algorithm description and results of algorithm effi-
ciency testing in addressing the task — fast and quality processing
of graphical data as dynamic images or video streams. The proposed
method implements a new approach to the task of pattern recog-
nition and is based on a combination of classical methods of direct
Radon conversion of image matrix, one-dimensional Fourier conver-
sion to the corresponding projections, and statistical analysis of in-
tegral Fourier coefficients considered as objects’ features of images.

Another task of data processing, one of the most complex
and at the same time pressing problems, is the pattern recognition
problem. It belongs to the field of machine vision. The proposed
method is versatile, meaning it can be used to solve the problems
of recognition of any objects with any preselected depth accuracy.
In particular, the method allows highly precise human pupil move-
ment tracking that is used in computer oculography.

Taking into account the properties of the data obtained by ap-
plying the method to a particular image, the conclusions have been
drawn about the possible applications of the algorithm and the
prospects for its use [1].

[1] Novikov, E., and Padalko M. 2015 (in press). Using Radon and Fourier
transformations of raster images for description and tracking of spec-
ified objects. J. Mach. Learn. Data Anal. 1(13). jmlda.org/papers/
doc/2015/JMLDA2015n013. pdf

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Kupos, Barckuil rocy1apCcTBeHHBII yHHBEPCUTET

TpeboBanme ObICTpEE MEPETABATD OOBIION 00beM HHMOPMAIUT, Ka-
KUMU SIBJIAIOTCH MHOropaspsibie nudposbie uzobpaxenus (I1117),
SABJISAETCS AKTYyaJIbHOI 3a/adeil, TpeOyroliell COBEepIIeHCTBOBAHUS
cpeacTB paauocBa3u. OaHuM U3 myTeil COKPAIEHUsS BPEMEHU IMepe-
magn L asiaserca nepexosn K MHONOMa3HBIM (Hha30MO Ty THPOBAHHBIM

(®M) curnasam, HPUMEHEHUIO KOTOPbIX LPELATCTBYIOT LHOTEPU 110~

MEXOYCTOHYUBOCTHU IIPU KAZK/IOM JiejieHuu (Pas3bl 110 CPABHEHUIO ¢ Ou-

napubiva PM curnasravu.

B nammoit pabore jis KOMITEHCAIMK TTOTEPH MTOMEXOYCTONINBO-
cru nipu nepenade U muorodaszusivu @M curnanavu pa3padboran
AJITOPUTM BOCCTAHOBJIeHHS MHOropaspsamabix [IW, nckarkeHHbix Oe-
abiv rayccosckum tymom (BI'HI), 3a cuer addexrusnoii peasnusa-
nuu crarucrudeckoit m3borroanoctu 1. Hampumep, mo cpaBHeHHIO
¢ nepegaqeit I ounapasivu @M curnajavu Bpems nepenagn 1[N
gerbipexdaszapivn @M curHasaMu COKparmioch B 2 pasa 0e3 mo-
Tepb momexoycroiransoctu. Ilpu mepenage LI Bocsmudazubivu @M
CUI'HAJIAMHU BPEMs COKDPAIIAETCd B 4YeTbIpe pa3a, C DOJIBIIO, HO He
ITOJTHOIM KOMIIEHCAITHEH TOTePh HoMeX0oycToiauBocTr. Vcnonb3yst Bbi-
COKYT0 3P (PEKTUBHOCTD pean3aluu CTATUCTUICCKON U30bITOTHOCTH
OU pa3paboTaHHOrO aJrOpuUTMa, MOCTPOEH KOMOWHWPOBAHHBIN aJl-
TOPUTM, COCTOSAIIWI W3 JBYX aJrOPUTMOB: HEJIWHENHHO#N duibTpa-
muu U, uckazkennpix B, u meauanHoro ¢gpuibrpa 1y BOCCTa-
nosstenus [V, nCKaKeHHbIX MMIYJIbCHBIMU IIOMEXaMU TUIA «IIePer—
COJIb». 3a CcYeT BblAeseHus UMILYibCHbIX 1oMex u3 BT mennanmbiii
bunbTp 3hOEKTUBHO MOMABIAET UMITYIbCHBIE TOMEXH. Pe3yiabTars
TAKOrO COYETAHUS [TO3BOIAIOT COKPATUTD BPEMS ITEPEIAIN MHOTOPA3-
pagaeix 1IW u ycnemntno 6oporbest ¢ BI'I u ummynbcabIME TTOMEXA-
mu [1].

[1] Hempos E. II., Xapuna H.JI., Powcanukosa E./]. KombunuposanHast
HejuHelnag duabrpanus nudpoBbIX U300paxKeHuil 00/bIION pa3ps -
svocru // Mamunnoe ofydenue u aHasuus maHubix, 2015 (B mewarn).
T. 1. Ne.13. jmlda.org/papers/doc/2015/JMLDA2015n013. pdf
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The requirement for transfer of a large volume of information, such
as a multibit digital images (DI), more quickly is an actual task and
demands perfecting of radiocommunication means. One of the ways
of a reduction of a DI transfer time is transition to a multiphase fre-
quency modulation (FM) signals. However, their application is lim-
ited because of a noise stability loss at each division of a phase in
comparison with binary FM signals. At the transfer of DI by the
eight-phase FM signals, the time is reduced by four times, but with
partial compensation of a noise stability loss.

In this work, the algorithm of restoration of a multibit DI dis-
torted by white Gaussian noise (WGN) is developed. The statistical
redundance of the DI is efficiently used for compensation of a noise
stability loss at the transfer of a digital images by multiphase FM
signals. For example, the time of the DI transfer by four-phase sig-
nals was reduced twice without a noise stability loss in comparison
with the DI transfer by the binary FM signals. The combined algo-
rithm of a filtration of multidigit DI is constructed. It consists of two
algorithms: a nonlinear filtration of DI distorted by WGN and the
median filter for restoration of DI distorted by salt—pepper impulse
noise. Due to separation of impulse noise and WGN, the impulse noise
is efficiently suppressed by the median filter. The results of such com-
bination allow to reduce transfer time of a multibit DI and to strive
successfully against WGN and impulse noise [1].

[1] Petrov, E. 2015 (in press). Combined nonlinear filtration of digital high
bitness images. J. Mach. Learn. Data Anal. 1(13). jmlda.org/papers/
doc/2015/JMLDA2015n013. pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Kupos, Barckuil rocy1apCcTBeHHBII yHHBEPCUTET

B nacrosimee spems ucnosbzoBanue nudposbix uzobpaxenuii (I11)
B Pa3IMYHBIX Cepax AedaTeTbHOCTH, TAKUX KaK MEIUIINHA, Te0/1e3us,
kaprorpadusi, CHCTeMbl MOHUTOPWHTA U T. II., IPUBEJIO K HEOOXOIUMO-
CTHU WUCIIO/IH30BAHUS PA3IAIHBIX XOPOIITO U3BECTHBIX METOIOB CIKATHS
. Oxnako cyiecTByer psi/i HPUIIOKEHUI, [JIe UCIOJb30BAHUE ITUX
METO/IOB HE BCEr/Ia BO3MOXKHO M3-33 OIDAHUYEHUIN HA BbIYHCJIUTE b
HbIE ¥ SHEPIeTUYECKUE PECYyPChl, HAIIPUMED CUCTEMbL JIUCTAHIIMOHHO-
1o 3oHaupoBaHuA 3emin. Bosbire KocMIYecKre amnmaparsl 001a1a-
IOT YHEPTETHIECKUMU BO3MOXKHOCTSIMU [Ij1si OOECIIeYeHrs] HEITPEPHIB-
HOTO pexKuMa mnepeaadan nHGOpMaInm, TPEOYIOMEero O0IbIMTNX BbIUHC-
JINTEBHBIX pecypcoB Ha 6opry. [losiBuBiiuecs B ocsesnee Bpemst Ma-
JIbIEe CIly THUKH HE MOI'YT ODECIIeYUTh HEIPEPbIBHLII PEKUM Hepe/1adn
nHdOpMaINNT U3-33 YKECTKUX OUpAHMYIEHHBIX TpeboBaHumit K dpdex-
TUBHOCTH HKCIOJIb30BAHUS SHEPTETUIECKUX PECYpPCOB, 9TO BBI3BAJIO
HEOOXOIMMOCTD Pa3pabOTKU HOBBIX IHEPIETUUECKH MAJIO3ATPATHBIX
meTo/10B cxkarusg U, e yerynaommux u3BeCTHBIM METOJIAM CXKATUS
muoropaspsiaubix I [1].

[Ipenmoxken HoBbiit Mero cxkarusa LIV, yroBiaerBopstomuit mepe-
YUCJIEHHBIM TPEOOBAHUSM. AJITOPUTM COCTOUT U3 CJIEIYIOMIUX TTPOIIe-
nyp: pasnenenune [IU va paspsaauabie qoudnbie uzobpaxkenus (PIN);
npeacKazanue Kaxkaoro syiementa P/IV ma ocHOBe Teopuu yCJIOB-
HBIX MAPKOBCKHUX [IPOIECCOB; KOAUPOBAHUE JIIOOBIM U3BECTHBIM CIIOCO-
6owm. [losryaennbie pe3yabrarsl uccae0BaHus 3PPEKTUBHOCTH IPE/I-
JIO?KEHHOTO METO/IA CKATUs 03 OoTeph MOKA3aJIM, YTO OH HE YCTYIIaeT
anajioram (PNG u JPEG-LS) 1o 6bicrposeiicrBuio, obsaaaer 60ib-
eil CTENeHbIO CKATHS U UMEET Psii TPEUMYIIeCTB:

— BO3MOXKHOCTB TapaJiiebHoit obpadorku PIIU;

— BO3MOXKHOCTB 00paborku 1 mr000it paspsaHocTy;

— OTCYTCTBHE BLIYHCINTEIbHBIX OIEpAlUil Ha dTalle IpeICKa3aHuA.

[1] Hempos E.I., Xapuna H.JI., Cyzux II. H. Meroxn GbICTPOro Cia-
Tug n300pakenuii 6e3 norepnr // Mawmunnoe oby4uenue u anaau3 J1aH-
werx, 2015 (B mewarm). T. 1. Ne.12. jmlda.org/papers/doc/2015/
JMLDA2015n012.pdf.
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At present, the use of digital images (DI) in various fields of activity,
such as medicine, geodesy, cartography, monitoring systems, etc., led
to necessity of various digital image compression methods. However,
there are some applications where these methods cannot be used be-
cause of the computing and energy recourses limitation, for example,
Earth remote sensing systems that form immense volume of digital
data on the board of a space vehicle. Huge space vehicle has energy
opportunities to provide a continuous data transmission that require
ample resources on the board. The latest miniature space watch facil-
ities (small satellites) cannot provide a continuous data transmission
because of the severely constrained requirements for energy resources
usage efficiency that produces the necessity of new energy efficient
low-cost DI compression methods, which would not be inferior to the
known multidigit DI compression methods with high resolution but
surpass them [1].

Here, the new DI compression method, which meets the listed re-
quirements, is proposed. The algorithm consists of the following pro-
cedures, splitting the DI into binary images (BI), predicting of each
element of BI being based on the theory of the conditional Markov
processes with discrete states and coding using any known algorithm.
The obtained research results indicate that the proposed method per-
formance is not worse than of the known algorithms, and that its
compression ratio is higher and it has the following advantages:

— the capability of simultaneous BI processing;

— the capability of DI processing with digit capacity; and

— the lack of computational operations at the stage of prediction.
[1] Petrov, E.P., Kharina N.L., and Sukhikh P.N. 2015 (in press). Fast

lossless image compression method. J. Mach. Learn. Data Anal. 1(12).
jmlda.org/papers/doc/2015/JMLDA2015n012 . pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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uncruryT asuanuonnbrx cucrems (OIVII «TocHUMAC»)

Jis perrenus 3a/iadu CPABHEHHS W300PAXKEHHI IIPE//TOZKEHBI
MOpPGOTIOruYecKue GuAbmPs, Ha 0CHOBE B3AUMHO20 KOHMPACTUPO-
sanus (BK-duibrpst) Buja

GO 9) = g (@, y) + alf, g @) gz, y) — g8 (2,)),

rue a(f, gw(zﬁy)) — JIOKaJIbHBIN KOI(hMUIMEHT B3aUMHOTO CXOCTBA
dparmenta n3obpaxenns ¢W(Y) ¢ smementamn w3obpazkenus f;
o(z,y) = const — upocreiiliee nocrosunoe uzobpazxenue. B kaue-
crBe BapuanTos peasusaiuu a( f, gw(””>y)) MOLI'YT HPUMEHATbCs: HOP-
MHUPOBAHHBIN JTHHEAHDbIN KOI(UImenT xKoppessanun, Koddduipmenr
TeOMETPHUYECKO Koppedaruu (hOpM, «TEIJIOBbIey SAPa B3AUMHOTO
cx0/1cTBA (DPArMEeHTOB U300paYKeHNs Ha OCHOBE CPABHEHUS BEKTOPOB
JIOKAJIbHBIX IIPU3HAKOB U JP.

Jitst MpaKTUIeCKOH pean3anuy pa3padboTa aJropuT™M HOPMAJIH-
3anuu (PoHA HA OCHOBE B3AaUMHOI'O KOHTPACTUPOBAHUA C UCIIOIH30BaA~
HUEM MUPAMUJIBI M300paskeHnit. AJIrOpUT™ yCITEITHO MPOTECTUPOBAH
Ha, peaJIbHBIX N300PAKEHUSIX PASIUIHBIX TUIIOB.

JocrouncrBamu mpesokerHabx BK-duabrpoB mo cpaBHEHUIO
¢ mopdosoruydeckumu npoekropamu llbiTbesa sBigercs To, 4To s
ux paboThl He TpedyeTcsd MpeaBapuTeIbHAs CerMeHTAIns N300parKe-
HUs, & TAKXKE TO, YTO W3MEHEHUs HA N300PAKEHUIX BbIIEIAIOTCS TTPH
CYIIECTBEHHOM M3MEHEHUH KaK APKOCTH, TaK U TeOMETPHUH CIeHBI [1].

Pabora mognepxana rpaatom PODU Ne14-07-00914-a.

[1] Pybuc A.FO., Jlebedes M.A., Busuavmep F.B. Mopdomnorude-

CKad d)HJIpraLLI/IH I/I306pa)KeHHﬁ Ha OCHOBE B3aMMHOI'0O KOHTPACTHPO-

Bauus // BecTHMK KOMIBIOTEDHBIX ¥ MH(MOPMAINOHHBIX TEXHOJIOTHIA,
2015 (B meuarn).
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Regarding the task of image comparison, the paper proposes morpho-
logical filters based on mutual contrast (MC-filters) and described as

GU(fr9) = g (@, y) + alf, ¢ ) (g2, y) — g8 (2, y))

where a(f, g”®¥) is the local mutual similarity coefficient of im-
age fragment ¢*(*¥) and elements of another image f and o(z,y)
= const is the simplest constant image. There are other possible im-
plementations of a(f,g”(®¥)) such as linear correlation coefficient,
geometry correlation coefficients, image similarity measures based on
heat-kernels and diffusion maps, etc.

Related to the practical implementation, the background normal-
ization algorithm based on multiscale mutual contrasting was devel-
oped. The algorithm was successfully tested on different real images.

The main advantage of the proposed MC-filters compared to mor-
phological Pyt’ev projector is that their operation does not require
the prior segmentation of the image and that changes in the images
are distinguished with a significant change in brightness and the scene
geometry [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00914-a.

[1] Rubis, A., Lebedev M., andVizilter Yu. 2015 (in press). Morphological
image filtration based on mutual contrast. Herald of Computer and

Information Technologies.
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MeTtoa nosbiweHnst pa3pelieHnsi KOCMUYeCcKnx
n300pa>keHuin C UCrnoJsib30BaHNEM arnpuopPHOIi
nHdopmaummn B BeKTOpHOW chopme Os1si COXpaHeHus
rpaHuy,

Tpexun Aaexceti Huxonaesur'« alexey.trekin@gmail.com
Mameees Hean Anexceesuw’ matveev@ccas.ru
Myponun Anexcandp Bopucosuy®

Boukapesa Banepus I'eopeuesna’
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'Mocxsa, Mockosckmii busuko-rexauaeckmit macturyt (1Y)
2Mocksa, Borauciaurempsubiii nearp um. A. A. Joposuauupina PAH

Pa3paboran MeTo/ MOBBIMIEHNS pa3pelienus: n300paxKeHuil, nuc-
MTOJIB3YIOIIHH BEKTOPHYIO WH(MOPMAIUIO O MeOMETPUIECKUX CBONCT-
BaxX OOBEKTOB, COAEPKAIUXCA Ha n300pakennax. Meroa coderaer
Pa3HbIe [0/IX0/Ibl K [OBBIIIEHUIO PAa3PelieHns BOJIN3U U3BECTHBIX KOH-
TPACTHBIX TPAHUI] U BIAAJA OT HUX, UTO MO3BOJISIET KOMOMHUPOBATH
3¢ deKTUBHBIE AJTOPUTMBI [1jIsi ONTUMAJIHLHOTO TOBBIMIEHUS Pa3perie-
HUs C COXPAHEHUEM YeTKUX, Pe3KUX TPAHUIL TaM, TIe ITO HEOOXO/Iu-
MO, U IVIQJIKUX, HEIPEPBLIBHLIX Pellenuii B npodunx mecrax. s mo-
BblllleHUs pa3pernenus 86sm3u rpanur ucnosb3osan meros [lenapia
MHTEPIOJIAIUY 10 HEPEry/IsAPHOIl CerKe, a B y/aJeHuu OT HUX — Me-
TOJ, OMKYyOM9YecKoit mHTepnoIAnny. KadecTBO MOBBIMIEHUS Pa3perie-
HIS UCCTASTOBAHO Ha KOCMUIECKNX n3obpazkennax Landsat ¢ ncmosn-
30BaHUEM BEKTOPHOU uH(pOpPMAIUU B BU/I€ KAPTHI BO10eMOB. Pe3yiib-
TaTbl YUCJIEHHOI'O 3KCIEPUMEHTA IIOKA3bIBAIOT, YTO UCIOJIb30BAHUE
BEKTOPHOI mHMOpPMAIUU IO3BOJILET YIYUIIUTh PE3yJIbTAT [0 CPaB-
HeHuio ¢ Oukybudaeckoit narepnossamnueii. [IpuBesennnie pe3yabraThl
TO3BOJIAIOT TPUMEHUMOCTD Pa3PadOTAHHOIO METO/IA It TIOBBIMIEHU ST
MIPOCTPAHCTBEHHOIO PA3PEINeHNs JTAHHBIX JUCTAHIIMOHHOTO 30HIUPO-
Banud 3emin [1].

Pabora nomuepkana POOU, npoexkrsr Ne 14-01-00348 u Ne 13-05-
12019.

[1] Tpexun A.H., Mameees U. A., Mypwnun A.B., Boukapesa B.I. Me-
TOJI, ITOBBINIEHHUST PA3PEIIeHnsT KOCMUIeCKIX N300parKeHuil ¢ NCII0Ib30-
BaHUEM AIIPUOPHOI nHMOpMaluy B BEKTOPHON popMe J1ij1si COXPAHEHU st
rpauur; // Mamunnoe ofydenue u aHaau3 gaHHbX, 2015 (B mewarn).
T. 1. Ne. 13. jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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A method for upsampling of remote sensing images
using vector data for preserving edges

Trekin Alexey'x alexey.trekin@gmail.com
Matveev Tvan® matveev@ccas.ru
Murynin Alexander? amurynin@bk.ru

Bochkareva Valerija'

Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

A new method for upsampling of aerial and space images was devel-
oped. The method uses vector data about geometry of objects con-
tained in image. A priori information about high-contrast boundaries
helps to preserve sharp illuminance change from blurring due to up-
sampling procedure. The developed method was tested over a set of
remote sensing images and vector map of water bodies.

The method uses different approaches to upsampling close to
known boundaries and far from them that allows to combine efficient
algorithms for optimal upsampling preserving sharp edges where it
is necessary while making smooth picture in other regions. In the
vicinity of boundaries, the Shepard interpolation technique is used,
while bicubic interpolation is a method for upsampling of points far
from boundaries. Upsampling quality is assessed using Landsat re-
mote sensing imagery and map of water bodies as vector data. Two
measures are used to test upsampling quality: mean square differ-
ence and index of structural similarity, both showing improvement
compared to bicubic interpolation. The results achieved show that
the developed method can be used for upsampling of remote sensing
images [1].

This research is funded by the Russian Foundation for Fasic Re-
search, grants 14-01-00348 and 13-05-12019.

[1] Trekin, A.N., Matveev I. A., Murynin A. B., and Bochkareva V. G. 2015
(in press). A method for upsampling of remote sensing images using
vector data for preserving edges. J. Mach. Learn. Data Anal. 1(13).
jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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MuHuMMU3aums NPM3HAKOBOIro NMPOCTPAHCTBA
pacno3HaBaHuUsl TpexmMepHoro n3obparkeHust Ha
OCHOBE CTOXaCTM4eCKOl reomeTpun u
byHKLLMOHANBHOrO aHann3a

®edomos Huronaati Taspurosur’ fedotov@pnzgu.ru
Cémoe Anexceti Anexcandposuy' mathematik_aleksey@mail.ru
Moucees Aaexcandp Baadumuposuy’ moigus@mail.ru
ensa, Ilen3eHCK@iA TOCYIAPCTBEHHbI yHABEPCATET

2HeHsa, Ilenzenckuii roCyIapCTBEHHBIN TEXHOJIOIUMYECKUN YHUBEPCUTET

[Ipeto2KeH HOBBII TTOAXO/, K PACIO3HABAHUIO TPEXMEPHBIX U300-
paKeHuii, OCHOBaHHBIII HA COBPEMEHHBIX METOHAX CTOXaCTHUYECKOMN
reomerpuu U (PyHKIUOHAILHOTO aHam3a. JJanabiit Mmeroa obramaer
P40M LIPEUMYIIECTB, B YACTHOCTU [I03BOJISET ONKUCHIBATH METPUe-
CKHe CBOWCTBA TPEXMEPHBIX 00HEKTOB. Birarogapst mocTpoeHwio CTpo-
ro# MaTEeMATUYECKON MOJE/N, AHAJUTUK MOYKET CTPOUTH IMPU3HAKU
AHAJIMTUYECKHU, ONUCBbIBasd GOpMy 00BEKTOB U UX OCODEHHOCTH (Ha-
UpUMeEp, KOHCTPYUPOBAHUE PEOMETPUYECKUX [IPUBHAKOB).

luneprpeiic-npeodpazoBanue O3BOJIET CO3/ABATH MHBAPUAHT-

HOE OIUCAHKE IIPOCTPAHCTBEHHOI'O 00bEKTa, KOTOPOE #ABJgeTcd DoJiee

YCTOWYMBBIM K MCKAYKEHUSM W KOODJAWHATHBIM IIyMaM, YeM OIMUCa-

HUE, TOJy9YaeMOe B PE3y/IbTaTe MPOIEIyphbl HOPMAJIU3ANNA O0bEK-

ta. JlocroBepHOCTh U 3DHEKTUBHOCTD MPEIIAraeMOT0 METOAA MO/~

TBEPKIAETCH KAK aJEKBATHO IIOCTPOEHHON MaTeMaTHU4YecKOil Mose-

JIBIO C IPUMEHEHUEM COBPEMEHHBIX [10/IX0/I0B AHAJIN3a U PACIO3HABA~

HUsS TPEXMEPBIX M300paKEHUil, TAK U PEe3yIbTATaAMU MPAKTAIECKUX

9KCIIEPUMEHTOB.

JlaHo ommcaHne TEeXHUKWA CKAHUPOBAHUS THUIEPTPENc-peodpas3o-
BaHud U ero maremarunydeckoit mozesnu. I[Ipeyiozkena cobcrsennas me-
TOJAUKA MUHUMHU3AIUANA IIPU3HAKOBOIO HPOCTPAHCTBA U COOTBETCTBY-
omas eif pemaromas upoueaypa. [Ipusesensr pesysbrarbl npakTu-
9eCKOr0 IKCIEPUMEHTA CPABHEHUS CTOXACTUIECKOTO U JIETEPMUHUPO-
BAHHOTO CIIOCOOO0B CKAHHpOBaHus [1].

Pabora moanep:kama rpantom PODPIU Ne 15-07-04484.

[1] Pedomos H.I., Cémos A. A., Moucees A.B.. Munumu3zanus npu3na-
KOBOI'O IIPDOCTPAHCTBA PACIIO3HABAHUS TPEXMEPHOr0 M300parKeHusl Ha
OCHOBE CTOXACTHYECKOH reomerpuu u (PyHKIMOHAJLHOrO anamusa //
Mammanoe o6y4uermne n anagu3 garabrx, 2015 (B mewarm). T. 1. Ne. 13.
jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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Feature space minimization of three-dimensional
image recognition based on stochastic geometry and
functional analysis

Fedotov Nikolay' fedotov@pnzgu.ru
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Moiseev Alexandr® moigus@mail.ru

!Penza, Penza State University
2Penza, Penza State Technological University

A new approach to the three-dimensional (3D) objects’ recognition

based on modern methods of stochastic geometry and functional anal-

ysis is suggested. This method has many advantages; in particular, it
allows to describe 3D objects metric properties. Thus, due to building

a rigorous mathematical model, the analyst can construct analytical

and not intuitive features, describing object form and their charac-

teristics (in particular, constructing geometric features).

Hypertrace transform allows to create invariant description of spa-
tial object which is more resistant to distortion and coordinate noise
than the description obtained as a result of the object normaliza-
tion procedure. The proposed method reliability and efficiency are
confirmed both an adequate constructed mathematical model by us-
ing modern approaches of 3D images analysis and recognition and
the practical experiments results and, also, the developed software
package registration.

In the article, detailed description of hypertrace transform scan
technique and its mathematical model is provided. The main ap-
proaches to construct and distinguish informative features are ana-
lyzed. Own method to minimize the feature space and its appropriate
decision procedure are proposed. The practical experiment results of
comparing for stochastic and deterministic scan methods are pre-
sented [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-04484.

[1] Fedotov, N.G., Syemov A.A., and Moiseev A.V. 2015 (in press). Fea-
ture space minimization of three-dimensional image recognition based
on stochastic geometry and functional analysis. J. Mach. Learn. Data
Anal. 1(13). jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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Bepudmkaums mogenu kBa3monTumasibHOA
cermMeHTauMmn Ha npumMmepe COCTaBHOro n3obpa>keHust

Xapurnose Muzauna Bavecaagosurwx khar@Qiias.spb.su

Camnkr-Ilerepbypr, Cankt-IleTepbyprekmit mHCTHTYT HHGMOPMATHKI
n apromarusanuu PAH

B mozenn kBaswonTuMabHON cermenTalmn [1] permaercs 3amada
MTOJTy 9€HUST MEPAPXUIECKON MOC/IEI0BATEILHOCTH PA30NEHUIT MHOXKE-
CTBa MEKCeIell Ha KazK10e Jucyao Kiaacrepos ot 1 1o N, rame N — quc-
JIO nuKcesell B uzobpaxkenuu. Keazuonmumaivroie nepapxudecKkue
MpUOJIMKEHUS OTPAHUYEHBI [0 YUCJTy CErMEHTOB, OJIM3KH K m300pa-
JKEHUIO 110 CyMMAapHON KBaJIpPAaTUYIHON omubdKe F u, B 3aBUCHMOCTH
OT YHCJTa KJIACTEPOB, OMUCHIBAIOTCS BITYKJION TOCIE0BATEIHHOCTHIO
znadenuit /. Tak Kak MMOCI€I0BATETbHOCTD ONTHMAJIBHBIX PUOJIN-
JKEHUN HE HePAPXUUECKAsl, UX AIPOKCUMAIMS KBA3ZHOITUMAIbHBIMI
UpUOIMKEHUAMY HE OJIHO3HAYHA. Y IPABJILAIONIUM [IAPAMETPOM B MO-
JEJA ABJIACTCA 9UCJIO CYNEePIUKCEJICH.

Berxonnas mocie10BaTeIbHOCTD MIPUOIMKEHUI 0Ty 9aeTCsA B TPU
srama. Ha mepBom sTare momapHbIM CIUSHIEM CMEXKHBIX CerMEHTOB
B mozenun Mamdopaa—Illaxa Borauncisgerca npubinzkenne n300pazke-
HUs C 3aJJaHHBIM YHCJIOM CErMEHTOB, /It KOTOPBIX [O/IJIEPXKUBACTC
omepalus JIe/IeHNsT HABOE. 3aTeM IIPU 3aaHHOM YHCJE CerMEHTOB
MUHAMU3UPYETCs omubdKa £ u hopMUPYIOTCs CyNEPIUKCeIn 33 CIeT
epepacipeIeieHs MUKCeIell MeXkK/Iy CerMEHTAMU, a TaKKe WTepa-
TUBHOI'O PA3JEJEHHUs CEIMEHTA HAJBOE B OJHOM MECTe M300pakeHust
[IPU CJUSHUK CEIMEHTOB B jipyrom. Ha Tperbem srare BbIIOJIHIeTCs
nepapxuvecKkas KJIaCTepPu3alus CyHePIUuKCeseil MeTooM YOp/a.

Bepudukarnus Momes mpoBOAUTCH HA CTEPEOCHUMKAX CIIEHBI,
CHATBHIX B PA3JIUIHOM PAKYypCE U CKOMIIOHOBAHHBIX B €IMHOE M300pa-
xenne. Munnmuzamus F obecriequBaeT 3puTe/ibHOE YTy dIIeHne Cer-
MEHTAIUA U €IMHOOOpAa3ue Bblae/eHns OObEKTOB.

Meroa muaumu3arun E u criocod BepuduKanum IpUMEHUMbI JIJTst
VIIYUIIeHUs CErMEHTAIINN 10 PA3IUIHBIM AJITOPUTMAM.

[1] Xapuwnos M. B. Ynydmenue kadecrsa npubikerns mudpoBoro u3ob-

parKeHHs Ha OCHOBe Mepapxudeckoil cermenrarmy // Becrauk Bypst-
CKOro roc. yu-ta. — Ynau-Yas: Uzn-so BI'Y, 2014. C. 54-57.
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Verification of quasi-optimal segmentation model
using composite images

Kharinov Mikhailx khar@iias.spb.su

Saint-Petersburg, St. Petersburg Institute for Informatics
and Automation of the Russian Academy of Sciences

In the model of quasi-optimal segmentation [1], obtaining of a hier-
archical sequence of partitions of N image pixels into each number
of clusters from 1 to N is treated. Quasi-optimal hierarchical approx-
imations consist of a limited segment number, closely simulate an im-
age in the total squared error F, and correspond to a convex sequence
of E values depending on the number of clusters. Since the sequence
of optimal approximations in general is nonhierarchical, then the se-
quence of quasi-optimal approximations is not uniquely determined.
To tune the target approximations, the number of superpizels in the
form of connected segments is used as a control parameter.

The output sequence of approximations is obtained in three
stages. In the first stage, the initial image approximation is calcu-
lated by pairwise merging of adjacent segments, as in Mumford-Shah
model. This approximation contains the specified number of segments
reversibly generated as divisible into two. Then, for a given number of
segments, the error £ minimization and formation of the superpixels
are carried out. The superpixels are obtained by the redistribution of
pixels between the segments and also by iterative division of segment
into two ones in one place of the image when merging the pair of ad-
jacent segments in the other place. In the third stage, the hierarchical
clustering of superpixels by Ward’s method is performed.

The model is verified by examples of the scene snapshots obtained
from different angles and then united into a single image. Minimiza-
tion of E provides a visual segmentation improvement along with
consistent object detection. Combined globally-local segmentation
improvement and the technique of segmentation verification are ap-
plicable to improve the results of various segmentation algorithms.
[1] Kharinov, M. 2014. Improving the quality of digital image approxi-

mation based on hierarchical segmentation. Bulletin of Buryat State

University. Ulan-Ude: BSU. 54-57.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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OueHunBaHne CNoXXHOCTN M300parkeHnit g4BYMEpPHbIMU
Bapuayunsimmn

Yowua Ilasen Anmonosuywx chochial@iitp.ru

Mocksa, acTuryT npobsem mepemaun nuagopmanun PAH

B peanbubix 3ama9ax 9acTo Tpedyercs oneHka m3obparkenns. K-

JIA HEMCKAKEHHDBIN CUIHAJ HEJOCTYIIEH, KDUTEPUEM MOXKET HABJISAThb-

sl OLIEHKA CJIOKHOCTH pe3ysbrara. s curnanos, GyHkiuilt u noro-

Ka COOOIIEHMIT CJIO2KHOCTD OLIPE/IEISAETCH [10-PA3HOMY, HO HCIIOJIb3Y-

eMble TIPU TOM OIEHKHU He IPUMEHUMbI K U300paKeHuto (Halpumep,

OHU HE ABJISAIOTCA METPUIECKUMU U HE 3aBUCAT OT aMIUIUTYbI). [Ljis

n300pazxKeHus CJA0KHOCTD JKEJIATeIbHO MHTEPIIPETUPOBATH KAK OIEH-

KY, OTPA2KAIOIIY 0 YUCJIO, PA3MEPDL M KOHTPACT UMEIOIIUXCS JAeTaJIEH.

C yBesm4eHueM 4ucsa 1 KOHTPACTA JIeTaleil CJI0KHOCTD JOJIKHA BO3-

pacrarb, a C yBeJIUYEHUEM UX PA3MEPOB — YMEHbIIATHCH.
Pacnpocrpanennoit XapaKTEpUCTUKONW CJIOYKHOCTU OJTHOMEPHOM

dyuknun aBagerca Bapuarus. VI3BecTHBI pa3Hbie ee 0000IIeHnsT HA
dyuknun Mmuorux nepemenubix. llouru Bce onu CBOAATCH K HAXOXK 1€~

HUIO OHOrO (PYHKIMOHAJIA, B OCHOBE KOTOPOI'O TAK WJIM MHAYE JIEZKUT

3HAYEHUE MOJLyJid I'DajineHTa (DYHKIUKU B TOYKE, IOITOMY BEJIUUUHDI

U TOBE/IEHNE TAKWX MHOTOMEDHBIX BapuaIuil OJM3KKA MEXKIy CODOIi.

Ux w3yvenune npuBesio K BHIBOLY, 9TO (DYHKITNS MHOTUX MEPEMEHHBIX

JIO/IPKHA XaPAKTEPU30BATHCHA HECKOJIbKUMU HE3ABUCUMBIMU (PYHKITHO-

nagamu. g qsymeproit pyukimn rakue OyHKIIMOHAIBI ObLIN IPEe/I-

gozkenbl A. C. KpoHpo/1oM HA OCHOBE MOHATUSI MHOXKECTB YPOBHSL.
Penykmueit K quckperabiv byHKIUAM 1 Moaudukanueii GpyHk-

IIMOHAJIOB y/IA€TCS MOCTPOUTH JIBE HE3ABUCHUMbBIE XapPAKTEPUCTUKU —

MOKA3aTENN YUCAL 1 pasmepos 00 beKToB n3obpakenns [1]. Ilposenen

aHaJIu3 OLEHOK [IPU yBeJIMYeHuu 1iyMa u criakusanuu. [Ipeuioxen-

Has KOMOMHAIMA XaPAKTEPUCTUK OTPAZKAET CTPYKTYPY u300pazKeHus

U MOXKET CJIy2KHThb OIEHKO# ero cjioxkuocru. Paccmarpusaerca npu-

BeJIeHME HECKOIbKUX Bapuamuii K 0000meHHoMY (DyHKITMOHATIY I

WCIOJIHb30BAHUS B ONTUMUBAIMMNOHHBIX CXeMaxX.

Pabora mommepxkana rpanTom Poccuiickoro waydnoro ¢bomza,
upoext Ne14-50-00150.

[1] Yowua II. A. IBymepHBIE Bapuanuu KakK CPEICTBO OLEHUBAHUS CJIOXK-
mocru wu3o0paxenmit // Mammnnoe o6yuenme u aHaaM3  1aH-
werx, 2015. T.1. Ne12. C.1660-1676. jmlda.org/papers/doc/2015/
JMLDA2015n012.pdf.
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Image complexity assessment
by two-dimensional variations

Chochia Pavelx chochia@iitp.ru
Moscow, Institute for Information Transmission Problems
of the Russian Academy of Sciences

The questions of image complerity assessment by using two-
dimensional (2D) variations are studied. The image complexity is
interpreted as an attribute which is specified by the quantity, the
sizes, and the visibility of image details. It is desirable that the image
complexity to be increased with the growing of the number and the
contrast of image details and to be reduced with the growth of sizes
of details.

Different methods were proposed for generalizing one-dimensional
variation to estimate functions of several variables. Almost all of them
result in unique functional which is commonly constructed on the base
of the modulus of function gradient in a point. Therefore, their behav-
iors are similar. It was asserted by A.S. Kronrod that a function of
two variables must be characterized by two independent functionals,
and corresponding method was put forward by him.

With the reduction of proposed method to digital images, the
modified functional which is adequate to image contents is con-
structed [1]. The image complexity assessment is proposed which con-
sists of two indeperdent terms: the component quantity index and the
component size index.

The change of variations under different image transformations is
analyzed. Theoretical conclusions have been confirmed by the experi-
mental explorations. The proposed combination of 2D variations was
demonstrated to reflect morphological structure of an image and to
assess its complexity.

This research is funded by the Russian Science Foundation, grant
14-50-00150.

[1] Chochia, P. A. 2015. Two-dimensional variation as an image complexity
assessment. J. Mach. Learn. Data Anal. 1(12):1660-1676. jmlda.org/
papers/doc/2015/JMLDA2015n012. pdf
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CermeHtayns n obHapy>eHne KOHTPACTHbIX
00bEKTOB 1 UX NMPMMeHeHne B HaBurauun poboTos

Kutl Koncmanmun Heanosuywx konst.i.kiy@gmail.com

Mocksa, acTuryT npukiaaaoi maremaruku um. M. B. Kesnapima PAH

Jlano onucanue HOBOW TEXHUKH JIJIs CEIMEHTAIUU U OLNUCAHMS
n300pazkennii, pazpaboranHoit aBropom. [Ijis permeHus IpakTHde-
CKMX 33124, BOSHUKAIOIIUX B POOOTOTEXHUKE, HEOOXOIUMBI CPEJICTBA
JIJIE aBTOMATHIECKOTr0 IOHNMaHus n300pazkennii. Byner memocrarod-
HO IIPABHMJILHO PA30UTh MHOYKECTBO ITMKCEJIOB [IBETHOIO H300pasKeHN st
Ha, KOMIIOHEHTBI, COOTBETCTBYIOIINE JACTAM PEAJbHBIX O0BEKTOB Ha,
HeMm. HyzKHO XOpOLIO ommcarh OTHOIIEHUE COCEACTBA ISl BbIJIEICH-
HbIX KOMIIOHEHT, (JOPMY MX I'DAHMIL U LUBETOBbIE (APKOCTHbIE) Lapa-
MeTpbl. i1 9TuX 1esieit /71 KazK/10ro 1[BETHONO M300paskeHusi CTPo-
ATCd CTPYKTYypHBIH rpad mnBeroBbix cryctkoB STG u AByIOIBHDIN
rpad LRG j1eBbIx u mpaBbIX KOHTPACTHBIX KPUBBIX WU POCTKOB KOH-
rTpacrHbix 06beKToB Ha 3roM crpykrypHom rpade (LRG — left and
right germs of contrast objects).

Paszpaboranbl crarucrudeckue MeTO/bI OMEHKH (hOPMbI I'DAHU-
IIbI POCTKOB KOHTPACTHBIX 00beKTOB. KarKpiii pOCTOK eCcTh Ienod-
K& OKpAIIeHHbIX MHTEPBAJIOB B cocenHnX mojocax. Popma pocTka
OIMCHIBACTCS JIMCKPETHON HEMOYKOM KOHIIOB ero uurepsasos. s ee
OIIEHKH B PAbOTE UCHOJb30BAHBI TUCTOIPAMMHBIE METO/IbI BbIABICHU S
3aKOHOMEDHOCTEH B HAIPABJIEHUSX OTPE3KOB, CBA3BIBAIOIIUX TOYKHU
KOHIIOB MHTEPBAJIOB JAHHOIO pocTKa. IIoCKOJIbKY pOCTOK MOYKeT co-
JieprKaTh HeOOJIBIIIOe YHCJIO TOUEK U JIONYCKAETCs BO3MOYKHOCTD OIIIH-
OOK cermeHTanuu, pa3paboTaHHbIE METO/IbI SIBJISIIOTCS OOJIee TIPe/Ino-
YTUTEJbHBIMU YE€M AHAJUTHYECKUE METO/bl THUIA METO/a HAMMEHb-
LIUX KBAJIPATOB.

B pabore npuBoOAATCH TPUIOKEHUS PA3BUTON TEXHUKHU K AHAJIH-
3y €CTEeCTBEHHBIX OPUEHTHPOB, BO3SHUKAIOIINX MPHU [IBUKEHUN PODO-
Ta B HOMeIeHusX. Takke OMUCAHBI MPUMEHEHWS JTAHHOW TEXHWKHI
U1l ABTOMATUYECKOIO aHAJIU3a, JOPOXKHbIX cuen [1].

Pabora nomgepxkana rpanramu PODOU Ne13-08-01118 u 13-07-
00988.

[1] Kiy K.I. Segmentation and detection of contrast objects and their

application in robot navigation // Pattern Recognition Image Analysis,
2015. No. 2. P. 338-346.
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Segmentation and detection of contrast objects
and their application in robot navigation

Kiy Konstantink konst.i.kiy@gmail.com

Moscow, Keldysh Institute of Applied Mathematics of the Russian
Academy of Sciences

A new technique for image segmentation and description, developed
by the author, is described. To solve practical problems arising in
robotics, the facilities for automatic image understanding are re-
quired. It is not sufficient to divide correctly the set of pixels of a color
image into the components corresponding to the parts of real objects
in it. It is required to describe appropriately the adjacency relations
for the selected components, the shape of their boundaries, and their
color and intensity parameters. For these purposes, for each color
image, the structural graph of color bunches STG and the bipartite
graph LRG of left and right contrast curves or germs of contrast
objects are constructed.

Methods for evaluating the shape of germs of a contrast object
are developed. Each germ is a chain of colored intervals in adjacent
strips. Its shape is described by a discrete sequence of ends of its
intervals. To evaluate the shape of germs, histogram methods for
revealing regularities in directions of segments, connecting the points
of ends of intervals of a given germ, are developed. Since the germ
may contain a small number of intervals and it is possible that there
are segmentation errors, the developed methods are more preferable
than analytical methods, like the least-squares method.

In this paper, applications of the developed technique to the anal-
ysis of natural landmarks arising in indoor robot motion are pre-
sented. Applications of this technique to automatic analysis of road
scenes are also described [1].

This research is funded by the Russian Foundation for Basic Re-
search, grants 13-08-01118 and 13-07-00988.

[1] Kiy, K. 2015. Segmentation and detection of contrast objects and their

application in robot navigation. Pattern Recognition and Image Anal.
2:338-346.
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BbigeneHue otinymnin Ha Mo3anydHbIX N300pa>keHUsIxX
Ha ocHoBe pedepeHTHbIX hnunbTPOB
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Mocksa, @I'VII «I'ocysapcrsennslit Hay 1HO-UCCIIEI0BATEIIBCKUHI
uHCTUTYT aBuanuoHHbX cucreMms (DI'VII «[ocHUMACS)

Crarbs mocBsieHa OOOCHOBAHUIO ¥ PA3BUTUIO HOBOW TEXHUKH 110~
CcTpoeHns KoMIapaTuBHbIX 1ud@y3HbIx Mopdoornii. Paccmarpusa-
IOTCs JIBE AJIbTEePHATUBHBIE TPAKTOBKU MOP(OIOTHIECKOrO MPOEKTO-
pa IlerTheBa, Bemymme K JAByM pa3HbIM crnocobam moHmMaHus (Hop-
MBI — «abCOIIOTHOMY » U «OTHOCUTEIbHOMY ». BBOmUTCA Muddy3nas
MOpGOIOrus Ha OCHOBE CYILEPIO3UIMU JBYX HBITHEBCKUX POEKTO-
poB Ha Mo3amunble (popmbl. B KadecTBe 0000IIEHUS JAHHOIO IIPHU-
eMa, npeyozkeHa auddysnas MopdOIOrus Ha OCHOBE pedePEeHTHBIX
bunbTpos.

s pemreHus 337294 BBIIEIEHUS OTJIUYUANA B CIEHE HAOJIIOIE-
HUs Ha M300pazkKeHuu ¢ 110 OTHOLIEHUIO K u300pakenuto [ B ciiy-
4Jae HeDOJIBbIINX CABUIOB KAMEDbI IIPE/IArAeTCs UCIOJb30BATH B CXe-
Me HOpMaJsm3anyuy (poHa BMECTO MpoeKTopa Pr pedepernmmuuiti dugd-
Pysnoili Puabmp Ha 0CHOBE CYNEPNOZUUUY 08YL MOPPOAOLULECKUL
npoexmopos Pgrp = PgPr. Ilna ciaydaeB ¢ 6ojiee CyIECTBEHHBIM
U3MEHEHUEM PeOMETPHUE CIEHbI [PEJIaraercs UCIOIb30BaTh BMECTO
pedepenTHOro Guiibrpa HA OCHOBE CYLEPIO3UIIUU IIPOEKTOPOB pe-
pepenmuvili Gusomp Ha ocHOBE CYNEPMOUUUY 83GUMHBLT OuPPy3-
HOLL MO3GUYHOLL HUALMPOS, KOTOPBIA MPU COOTBETCTBYIOIIEM BBIOO-
pe MPU3HAKOB MOYKET ODECIeYUTDb OMPEIEICHHYI0 YCTONIUBOCTD PO~
LE/yPbl BbLIEJCHIS U3MEHEHHI HA HOPMAJIM30BAHHOM M300paKeHun
K U3MEHEHHIO HE TOJbKO APKOCTU, HO ¥ PeOMETPUH U300PAXKEHUil, 4T0
LIOKA3aHO Ha Lpumepe 00paboTKu MOIEJIbHBIX u300pazkenuii [1].

Pabora mognepxana rpaaTom PODU Ne14-07-00914-a.

[1] Jebedes M. A., Pybuc A.FO., I'opbauyesuw B.C., Busuaomep FO.B.
Breigenerne oTamynii Ha MO3aWYIHBIX M300parKeHWAX Ha OCHOBE pede-
penrubix Gbuibrpos // BecTHuk KOMUBIOTEPHBIX U MH(MOPMAIMOHHBIX
rexHostoruit, 2015 (B meuarn).
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Detecting differences on mosaic images
based on reference filters
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The article is devoted to verification and development of new tech-
niques for constructing comparative diffuse morphologies. Two al-
ternative interpretations of morphological Pyt’ev projector, leading
to two different ways of understanding the form — “absolute” and
“relative,” have been considered. A diffuse morphology based on the
superposition of the two Pyt’ev projectors on mosaic form has been
introduced. As a generalization of this technique, a diffuse morphol-
ogy is proposed based on the reference filters.

To solve the problem of detecting differences in scene through
image g related to image f in case of small camera movement, it is
suggested to use reference diffusion filter based on superposition of
two morphological projectors Par = PgPr instead of projector Pr.
In case of more substantial changes in the geometry of the scene, it
is proposed to use reference filter based on superposition of relative
diffuse mosaic filters instead of reference filter based on projectors
superposition. The suggested solution can provide robustness of dif-
ferences detection on a normalized image not only to brightness vari-
ances but also to changes in geometry of the image in case of proper
feature selection. This is shown on examples of simulated images pro-
cessing [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00914-a.

[1] Lebedev, M., Rubis A., Gorbatsevich V., and Vizilter Yu. 2015 (in
press). Detecting differences on mosaic images based on reference fil-
ters. Herald of Computer and Information Technologies.
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Ob6Hapy»xxeHune pparmeHToB M300pa>keHnii 3eMHO
NOBEPXHOCTWN Ha OCHOBe CyOMnos0CHOro aHann3a

JIuxzowepcmuuti Aaexcet FOpvesuuws likhosherstny@bsu.edu.ru
Kunaroe Eezenuti I'eopeuesun zhilyakov@bsu.edu.ru
Bemropox, HIY Bealy

PaccmarpuBaercst cieyfomas OCHOBHAS IIOCTAHOBKA 33/1a91 AHA-
nmu3a u300paxkenuit 3emuoit nosepxuocru (M3II): meobxonumo BbLie-
JIUTHh OOBEKTHL OJIHOIO U TOrO ZKe KJIACCA, KOTOPbIE B ODIIEM CJIydae
MOTYT OBITH PACIOJIOKEHBI B PA3JIMIHBIX YacTsAX n3obpazkenus. [Ipu
9TOM B KadecTBe M3HAYAJILHOIO 00pa3a yKa3bIBAeTCs COOTBETCTBY-
omuit pparmMenT U300pazkeHusi, TOTJa Kak OCTajIbHble MJIEHTHIHbIE
¢ HUM (pparMeHTbl JIOJKHBL ObITh HAMIEHBI B ABTOMATHYECKOM De-
JKUME.

OOmumit TPUHITUI PereHns 3391 3aK/II09aeTcsd B POpMUPOBa-
HUW permaionieil byHKIuM, MPEICTaBILIONel codolt Mepy Oim3ocTu
CpaBHUBaeMbIX (DpPArMeHTOB, MOIa/IaHIe 3HaYeHUl KOTOPOil B KPUTH-
YECKYI0 00JIACTh BOCIPUHUMAETCS, KAK OCHOBAHUE OTBEPIrHYTH THUIIO-
Te3y 00 UX MJACHTHYHOCTH HA HEKOTOPOM YDPOBHE 3HAYMMOCTH. SICHO,
4TO B PACCMATPUBAEMbIX YCJIOBUAX HEIIOCPEICTBEHHO 110 AHAJU3UPY-
emomy UM3II MoryTt ObITH MOJIyYeHBI TOJILKO OIEHKN BEpPOsITHOCTEM
o1mmnbOK MEPBOrO ¥ BTOPOT'O POJIOB.

B pamkax manuO#l pabOTbI UCIOJIB3yeTCs CyOIOJOCHBIN aHaIn3,
Korja cpoiicrBa (dparmentoB (0GbEKTOB) OLUCHIBAIOTCH € LO3ULMI
pasbuenus obsacru upocrpancrsenubix yacror (II1) na nekoropbie
110/10071aCTH, HelpepbiBHbIE OTpe3Kn TpaHchopmanT Pypbe, B KOTO-
PBIX UCHOJIB3YIOTCs st (POPMHUPOBAHUS Mepbl UX UJAEHTHIHOCTH. Ta-
KO TIOJXO/I TI03BOJISIET OTPA3UTh CBOICTBO KOHIEHTDAIMKA SHEPIUU
dparmenTa B Habope nogobdracreit IIY, coBokynHas mioma b KOTO-
PBIX COCTABJISET MAJIYIO JOJIIO YaCTOTHON 1ockocTu. B gacrHOCTH,
TaKUM 00pPa30M OKa3bIBAETCS BO3MOYKHBIM YMEHBIIUTH BJIUSHUE Ma-
JIO9HEPTETUYECKUX YACTOTHBIX KOMIIOHEHT, HAIIPUMep MOPOKIAeMbIX
IIIPOKOIOIOCHBIME IIryMamu [1].

Pabora soionnena B pamkax locynapcrsennoro 3aganus HITY
BenlV Ne358.

[1] Juzowepcmmuwmi A. FO. Obrapyxenue (pparMenToB n300parkeHui 3eM-

HOIl IIOBEPXHOCTH Ha OCHOBe CyOIosiocHOro aHamusa // Mammauoe

obyuenue u ananus ganubix, 2015 (B newarn).
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The discovery of fragments of images of the Earth
based on surface subband analysis

Likhosherstny Alekseyx likhosherstny@bsu.edu.ru
Zhilyakov Evgeniy zhilyakov@bsu.edu.ru
Belgorod, Belgorod State University

The paper deals with the following basic formulation of the problem
of image analysis of the Earth surface: necessary to select objects of
the same class which generally can be located in different parts of
the image. In this case, the corresponding image section is indicated
as the original image, while the remaining fragments identical with
it are to be found in the automatic mode.

The general principle of solving the problem is to form a decision
function which is a measure of proximity of the compared fragments,
which values entering the critical region are perceived as a reason to
reject hypothesis about their identity at a level of significance. It is
clear that under these conditions, directly analyzed images can only
be obtained by probability assessment of errors of the first and second
kinds.

As part of this work, subband analysis is used when the properties
of fragments (objects) are described from the point of partition the
field of spatial frequency on some subdomains, continuous segments
of Fourier transform which are used to generate a measure of their
identity. Such an approach allows to reflect the property of energy
concentration of fragment in the set of subdomains drive, which total
area is a small fraction of the frequency plane. In particular, thus it
is possible to reduce the influence of machine low-energy frequency
components, such as generated broadband noise [1].

This research is funded by Belgorod State University, grant 358.
[1] Likhosherstny, A. 2015 (in press). The discovery of fragments of images

of the Earth based on surface subband analysis. J. Mach. Learn. Data
Anal.
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MockBa, BoraucanrembHbII IIEHTP M. A A. OPOJHHUIIBIHA PAH
! ) 1Y 1Y

Mocksa, ['oc yia CTBEHHBINT UCTOPUIECKUI My3e1‘/'1
? ) 1Y 1%

OnHuM W3 BUJIOB UCCIIEIOBAHUI JJIS JATUPOBKH MPOU3BEICHUS
CTAHKOBOM MACJISAHOW »KUBOIMCU SIBJISIETCS BbISABJICHUE OCODEHHO-
creil CrpyKTYPbl IPYHTA 10 U300DAZKEHUAM MUKPOCPE30B KPACOYHO-
ro cjios. VM300paxkenns MEKPOCPE30B UMEIOT JIOCTATOYHO CJIOKHYIO
CTPYKTYPY: HECKOJIHKO CJIOEB IPYHTA U KPACKU, 9aCTHUIIBI IUTMEHTOB
Pa3HBIX pa3mMepoB u (HOpMmbl, (pparMeHTbl OCHOBDI, OJIUKHU, TEKCTYP-
Hble 06sIacTH U OOBEKTHI, OOYCIOBIEHHBIE OCOOEHHOCTIMU TEXHOJIO-
UM IIPUTOTOBJICHUS npenapara. BaxkHoit undopmanmeit st onuca-
HUsl TPYHTA SBJISIIOTCH PEOMETPUYECKHUE U [IBETOBBIE XAPAKTEPUCTUKHI
cj0eB u Bkparmennii. /jis mosygenus takoit wadOpMaun HEO0OX0-
JIMMa JIOCTATOYHO TOYHAs CerMeHTalus M300pakeHnsi MUKpPOCpe3a.

[Ipe1y102KeHBI ABTOMATU3UPOBAHHBIE AJITOPUTMbBI CEIMEHTAINN HA,
OCHOBE AJIPOPUTMA, KJIACTEPU3ANUU k-CPEJIHUX U aJIPOPUTMA Cylep-
nukcenpHoit cermenranuu SLIC (Simple Linear Iterative Clustering)
B PA3JIUYHBIX IIBETOBLIX IIpOCTpaHcTBaX. Pa3paborana mporesy-
pa ocTOOPADOTKY MIjId O0bEINHEHNS CETMEHTHPOBAHHBIX 00JIacTeit.
Coszannble aJropuTMbl TECTUPOBAINCH HA N300PaYKEHUIX U3 N3BECT-
HBIX 03 TECTOBBIX M300PAKEHHIl, a TAKZKe Ha N300PAKEHUIX Peasib-
HBbIX 0OPA310B KPACOYHOIO CJIOsi KAPTUH. Pe3ysbrarbl TeCTOB MOKa-
3a/d, 9TO 0DEeCHednBaercsa TpedyemMas TOYHOCTH cermeHTaruu. Pas-
paboTaHHBIE AJITOPUTMBI MOT'YT TaKKe MPUMEHATHCS JIJIst BbIIETIEHUS
XapaKTEPHBIX OOBEKTOB MPU COBMEIIEHUN W300PAXKEHU, MOy IeH-
HbIX B Pa3HbIX CIEKTPAJIbHBIX JAualiasonax [1].

Pabora nogaepxkana rpanramu POOU Ne 15-07-09324 u Ne 15-07-
07516.

[1] Mypawos J]. M., Bepesun A. B., Heanosa E. FO. Cpasrenue uzobpaxe-
uuit kaprun 1o uadopmarusabiM dbparmentam // Mamunanoe o6yue-
Hue u aHaau3 JaHHbx, 2014. Ne8. C.941-948. jmlda.org/papers/doc/
2014/JMLDA2014no8.pdf.
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Techniques for segmenting images with a complex
structure
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One of the problems of fine-art paintings dating is detection of pecu-
liarities in ground structure using information acquired from micro-
scopic images of paint layer cross sections. Images of cross sections
have a complex structure including several ground and paint lay-
ers, pigment particles of various form and size, fragments of support,
flares, textural regions, and objects conditioned by the specificity
of specimen preparation technology. The ground is characterized by
geometrical and color features of layers and particles. For extracting
these features, an exact segmentation of cross-section images is re-
quired.

In this work, automated segmentation techniques based on
k-means clustering and superpixel segmentation SLIC (Simple Linear
Tterative Clustering) algorithms in different color spaces are proposed.
A postprocessing procedure for segmented regions merging is deve-
loped. The proposed techniques were tested on images taken from test
image databases and on photographs of cross sections taken from real
fine-art paintings. The results of tests show that the developed algo-
rithms provide required precision of segmentation. The techniques
can also be used for detecting specific objects for registering images
acquired in different spectral bands [1].

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-07-09324 and 15-07-07516.

[1] Murashov, D., Berezin A., and Ivanova Y. 2014. Comparing images of
paintings using informative fragments. J. Mach. Learn. Data Anal.

8:941-948. jmlda.org/papers/doc/2014/IJMLDA2014no8. pdf.
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B [1] uccruenyercs upobiaema HEAOCTATOUHOR TOYHOCTU U BbIYUC-
JIATENbHON 3DMEKTUBHOCTH CUCTEM PACIO3HABAHUS WU300paXKEHU
[IPU HaJIMYNUU OOJIBIIIOTO YHCJIA KJIACCOB M MAJIOTO KOJIMYECTBA Ta-
JIOHOB 111 KazK/10r0 Kjacca. CoryiacHO Ipe/iyiozKeHHOH MeTO0I0M NI
[IOCErMEHTHOI'O aHAJINU3a OJHOPOIHOCTHU JJid IOCTYIAIOIIEr0 Ha BXO/L
00BEKTA OCYIIECTBIISETCS €r0 IpPeaBapuTe/bHasg 0OpabOTKa W Cer-
mvenTanus. Jjig KaXK0ro BbI/IEJEHHOIO CEIMEHTA BBIIOJIHAETCS W3-
BJIeUEHUE NPUMHUTUBHBIX npu3nakos, Takux kKak HOG (histogram of
oriented gradients). PaccmarpuBas mocjieioBaTe/ibHOCTb NIPU3HAKOB
KaK I[POCTYIO BBIOODKY, OIpeJIesisiercss Mepa OJIM30CTH € [TOCErMeHT-
HbIM AHAJIU30M OJIHOPOJHOCTH U BHIPABHUBAHUEM CEIMEHTOB B HEKO-
TOpOit OKpecTHOCTHU. Jis MOBBIIIEHNST BHIYACIATENTLHON Y pexTun-
HOCTHU IIPUMEHSETCs METOJ MAKCUMAJIbHO MPABIONOI00HOIO HAITPAB-
JileHHOro nepebopa. Ecin mosyueHHOe perieHne OKa3bIBAETCs HeJ0-
CTaTOYHO HAJEXKHBIM (B CMbIC/Ie npasuia Hoy), crenenb geranusa-
LAY OLUCAHUA BXOIHOIO OO'bEKTA IIOBBIMIAETCH, [IOC/Ie Yero MPOIe/Ly-
pa knaccudukanuu noBropsercs. Ecim HagekHnoe perrenne He Obl-
JIO HAM/IEHO, UTOrOBOE DPEeIleHUe BHIOMPAETCsd 110 HPUHIUIY MAaKCHU-
MyMa amoCTepuopHO BepoaTHOCTH. Kak moka3asm pe3yabTraThl KC-
IEPUMEHTOB, IPEIJIOKEHHLI noaxon mo3soadger Ha 1%-10% moswI-
CUTb TOYHOCTH MO CPABHEHUIO C TPAJUIMOHHBIME KJIACCU(DUKATOPA~
mu. CpejiHee BpeMms KJIacCuQUKAIMU OKA3bIBACTCHA B 2—3 Pa3a HUKE
1o cpasuenuto ¢ merogom Pyramid HOG (PHOG). Takum o6pasom,
OMMCAHHASA METO/IOJIOT U TO3BOJISET TOCTUYDb BHICOKOH TOYHOCTH B CO-
YeTAHWH C MPUEMJIEMO TTPOU3BOIUTEIBHOCTHIO JJI 33189 PACIO3HA-
BaHUS B YCJIOBUAX MAJIBIX BHIOOPOK M OOJIBIIIOIO YHCJIA KJIACCOB.

Pabora noanepxana rpanrom PH® Ne14-41-00039.

[1] Casuenro A. B. CrarucTudeckoe paclo3HABaHWEe OOpa30B Ha OCHOBE
[IOCErMEHTHOr0 anaam3a oaaopoauoctu // Mamunnoe obyuenne u ana-
sm3 ganabix, 2015, T. 1. Ne11. C. 1500-1516. jmlda.org/papers/doc/
2015/no11/Savchenko2015Homogeneity . pdf.
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The focus of the paper is on the small-sample size problem in im-
age classification. If the training set contains small number of mod-
els per each class, practically all recognition methods are a special
case of k-NN (k-nearest neighbor) classifier. In [1], an approach to
design classifiers of complex objects by testing of segment homogene-
ity has been introduced. This approach is based on the probabilistic
model of composite object represented by a sequence of indepen-
dent identically distributed segments. The asymptotic properties of
proposed criterion allow to implement sequential hierarchical classi-
fication with approximate search of the nearest neighbor to speed up
the decision process. At first, the query object is preprocessed and its
segmentation is performed. The primitive features, e.g., the HOGs
(histograms of oriented gradients), are extracted for each segment.
Next, the homogeneity of each segment of the query object and ev-
ery model is tested. The maximum likelihood directed enumeration
method is used to speed up classification by looking for an approx-
imate nearest neighbor. If the decision is unreliable in terms of the
Chow’s rule, the description of the query object is refined by decreas-
ing the size of each segment and the classification is repeated. In
case of unreliable decisions at all levels, the final class is chosen by
the maximum posterior probability principle. Experimental study in
constrained face recognition shows that the proposed approach allows
to increase accuracy in 1%-10% in comparison with conventional im-
age recognition techniques. It is 2-3 times faster than the pyramid
HOG (PHOG) hierarchical classifier. Thus, described methodology
allows to achieve high accuracy with sufficient performance in case of
small-sample-size problem and medium-sized number of classes.
This research is funded by the Russian Science Foundation, grant
14-41-00039.
[1] Savchenko, A. 2015. Statistical pattern recognition based on segment
homogeneity testing. J. Mach. Learn. Data Anal. 1(11):1500-1516.
jmlda.org/papers/doc/2015/no11/Savchenko2015Homogeneity . pdf.
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[Ipenmaraercsa 3¢dppeKTUBHOE pelreHne 331a91 BBIUNCTICHASA Ta-
paMerpoB peodpa30BAHUS LHAPDI TOCJIEI0BATEIbHBIX KaJAPOB HOCe-
JIOBATEJIbHOCTH U300PAKEHUIl IPUMEHUTEbHO K 3a/JadaM crabuiiu-
3anuy WM CIIUBKHU u3o0pazkenuii. PazpaboTanublii aJropurM OCHO-
BAH HA IMOWCKE U COIIOCTABJIEHWM OCOOBIX TOdUeK. HailimeHnubie mapbl
TOYEK HUCIOJIb3YIOTCA ISt Olpee/ieHnss MAaTpuilbl adGUHHOTO WIH
[IPOEKTUBHOT'O [IPeobPA30BaHUs CTAPOro Kajapa B HOBbIA. Ha nepBom
Jralle aJropuTMa Mpejraraercsd MoAuduKaIus aJropuTMa PA3HOCTH
rayccuaH, B KOTOPOM YCTOWYUBbBIE K U3MEHEHHUIO Maciiraba ocobbie
TOYKHU WIYTCA [PU PA3TUIHBIX 3HAYCHUAX TUCIIEPCUAN CMECH TayCCH-
an. OcoObIMU TOYKAMU SABJIAIOTCS JIOKAJbHBIE MAKCUMYMbI (DYHKIIUN
orkJKKa (MOMLYJb pasHOCTU ABYX cBepToK). duist Gbicrporo pacuera
CBEPTKU HCIOJIb3YIOTCA peKyppeHTHbie Gpuabrpbl. Koaddunmentot
dunbrpa moAOUPAIOTCS IMITUPUICCKA TAKUM 00Pa30M, YTOObI MIHH-
MHU3UPOBATh KBAJAPAT PA3HOCTH 3HAYEHUN MMIIYJIBCHON IEpPexOTHON
dbyHKIINT peKyppeHTHOTO (DUIBTPA W AMMPOKCUMUDYEMON (DyHKINN
laycca. Ha BTOpOM m1are BBIMHUC/IAIOTCS JIOKAJIbHbIE OMHADHBIE TAT-
repubt (LBP — local binary patterns) ¢ pasiudnbivMu pajuycamu.
st cpaBHEHHST OCOOBIX TOYEK HCIOJb3YeTCsd KOMOUHAIUS PACCTOs-
nus Xommuara mexay LBP u pasnoctu dyHKImit oTK/IMKa 1€TEK-
TOpa 0cobbIxX TOYeK. Ha mocsemaem mare onpeaensaioTcs mapaMeTphbl
adpumHOro mMpeodpaszoBaHUs CTAPOTO KAIpa B HOBBI C MCIIOIL30Ba~
nuem mojubunuposannoro ajaropurma RANSAC (RANdom SAmple
Consensus). Ouucannblii 104X0/1 MOXKeT ObITb LPUMEHEH B CJOKHBIX
YCJIOBUAX ChEMKU LIPU [IPOU3BOJILHOM JBUKEeHUU Kamepbl [1].

Pabora nognepxxana rpaarom PODOU Ne15-07-09362 A.

[1] Vishnyakov B. V., Gorbatsevich V.S., Sidyakin S. V. Fast interframe
transformation with local binary patterns // Proceedings of SPIE /

Eds. J. Beyerer, F. Puento Leén. — SPIE, 2015. Vol. 9530. 7 p.
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Fast interframe transformation with local binary
patterns
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Sidyakin Sergey sersid@gosniias.ru
Egorov Anton aegorov@gosniias.ru

Moscow, The Federal State Unitary Enterprise “State Research Institute
of Aviation Systems” (FGUP “GosNIIAS”)
The solution of the problem of transformation evaluation of the two
consecutive frames taken from an image sequence is proposed. The
described approach is applicable both to the image stabilization prob-
lem in surveillance systems and to the image stitching problem in the
field of aerial photography. The main requirement for the image stabi-
lization algorithm in surveillance systems is speed. Linear camera mo-
tion model is often unacceptable when perspective distortions arise;
S0, it is necessary to consider affine or projective transformations for
both stabilization and stitching tasks. The proposed algorithm be-
longs to a group of algorithms based on search and comparison of the
feature points. The authors use the found feature point pairs for cal-
culation of an affine or projective transformation matrix of the first
image to the second one. A modified version of Difference of Gaussians
(DoG) algorithm is suggested to find feature points that are stable
to scale changes. Recurrent filters for fast image convolution calcula-
tion are applied. Local binary patterns (LBP) descriptors with var-
ious radii (to make LBP less sensitive to affine transformations) are
calculated. A combination of the Hamming distance and the differ-
ence between the DoG feature point responses for the feature points
matching is proposed. Then, the affine transformation parameters are
determined using modified RANSAC (RANdom Sample Consensus)
algorithm. The described approach is computationally efficient (over
150 fps) and can be used in difficult conditions (camera noise and low
visibility) and for arbitrary camera movement (jitter, shift, rotation,
and scale change) [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-09362 A.
[1] Vishnyakov, B., Gorbatsevich V., and Sidyakin S. 2015. Fast interframe

transformation with local binary patterns. Proceedings of SPIE. Eds.

Eds. J. Beyerer, and F. Puento, Leén. SPIE. Vol. 9530. 7 p.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



154 AHayn3 BUAEOIOCIEI0BATEILHOCTEHR

CuHTe3 anroputma cermMeHTaunm AnHamMmunyeckun
N3MEHSIOLWNXCSA CLUEH

Hnamos KOpuii Apxadvesu ipatov_ya@list.ru
ITapcaes Hukonat Baadumuposuy nikolai_parsaev@mail.ru
Trwraes Andpetl FOpvesuyux TyukaevAYQvolgatech.net

Womkap-Outa, TToBoskckuil rocy 1apcTBeHHbII TEeXHOJIOrUIeCKui

yHnupepcurer

N306pazenus junamuydecku usmensiouxcs cuen (JIUC) Berpe-
YalOTCA [PU AHAJU3E U3MEHEHU! OObEeKTOB, COIPOBOXKICHUM Lesieit
u obuapyxkenunu udmenenuit. Tak, nog JIMC Oymem nonumarsb u300-
pakenus B (PUKCUPOBAHHOW TPOCTPAHCTBEHHON 00/1aCTH, HA KOTOPOI
0OBEKTBI MOT'YT U3MEHATDH MOJIOKeHue, (POPMY, TEKCTypy W Apyrue
aTpudyThI.

Henp uccaemoBaHust 3aK/II09A€TCA B CO3MaHUE IPHPEKTUBHOTO
noaxoaa i anaausa JAWC. s jgocTuzkeHuns 110CTaBJIeHHbIX 110~
Kazareseil TOYHOCTH NMPUHATUS PEIIeHui ObLIO MPOBEIEH CTATUCTHU-
9eCKH aHaIN3 TUIOBBIX N300PaKeHNH Ha IpUMepe Ceprr n300parke-
HUW JUHAMUKE pocta pacreruii. Oupeaeseno onTuMaibHOe KOJIOpU-
METPHUYECKOE [IPOCTPAHCTBO, 00J/IA/AI0NIee HAMIIY YlIUMU UHTErDAIb-
HbIMU Xapakrepucrukamu Kiaccudurkaiuu GHon/o0bexr.

CuHTE3MpPOBAHHBIN AJTOPUTM CErMEHTAIUU, ONTUMAJIBHBIN [0
KPUTEPUIO MAKCAMAJILHOTO MTPAB/IOIOA00M S, CBOIUTC K CJIE/LY FOIIAM
JeWCTBUAM: BBIYUC/IEHUIO TIPOEKIUU I[BETA, TEKYINeil TOYKW Ha BbI-
OpaHHyIO ILUIOCKOCTH IBETOBOIO IPOCTPAHCTBA U BHIYUCJIEHUIO JIJIS
Hee BeJIMYUHbI OTHOIIEHUS IIPAB/IOI0/100Us; HOPMUPOBKE II0JI OTHO-
weHuil IpaBaonoa00us K 3aJaHHOMY YPOBHIO IDAJALANA U [IOCTEILy-
To1reit ToporoBoit 06pabdoTke.

s onerku 3¢ dekTuBHOCTH (DYHKITMOHUPOBAHUS TPOTPAMMHO
peasM3aiyy oJ/Ly YeHHOI'0 AJITOPUTMA IIPOBEeHA CePHUs IKCIIEPUMEH-
TOB, e cpeatss ommbKa nepsoro poga 0,02, a sroporo — 0,1. Co-
3/IAHHBIA AJTOPUTM HE YCTYHAeT IO TOYHOCTU [PUHATHHA PelieHuit
M3BECTHBIM METOJIOM cermenTanun [1].

Pabora moanep:kama rpantom Ilpesnmenta PO MK-7290.2015.9.
[1] Hnamos FO. A. Jlokanu3anus 06bEKTOB AUHAMUIECKH U3MEHSIOMIUXCS

CueH nBeTHbIX u300paxkenwii na ciaoxuom doue // Becrnux IIITY,
2015. T. 27. Ne3. C. 15-26.
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Synthesis segmentation algorithm for dynamically
changing scenes

Ipatov Yury ipatov_ya@list.ru
Parsaev Nikolay nikolai_parsaev@mail.ru
Tyukaev Andreyx TyukaevAY@volgatech.net

Yoshkar-Ola, Volga State University of Technology

Images of dynamically changing scenes (DCS) can be found for analy-
sis in various fields of scientific and technological activities. Dynamics
of objects, target tracking, and detection of changes are some exam-
ples of problems faced by the researcher. So, under the DCS, the
image in a fixed spatial region in which the objects can change the
position, shape, texture, and other attributes is understood.

The main purpose of the study is to provide an effective approach
to image analysis for DCS. The task is the synthesis of segmentation
algorithm based on supervised learning. To achieve the performance
accuracy of decision-making, a statistical analysis of the types of im-
ages was made on the example of image series for the dynamics of
plant growth. Analysis of color models representation of DCS showed
that RGB space has the best integral characteristics classification
background/object.

Synthesized optimal segmentation algorithm maximum likelihood
confined to the following steps: calculation of color projection for the
current point to the selected color space plane and the calculation
of the likelihood ratio for it; and normalization of field likelihood
ratios for a given level of grayscale for visualization and subsequent
thresholding.

To evaluate the efficiency of the software implementation of this
algorithm, a series of experiments was fulfilled, where the average false
positives were 0.03 and false negatives 0.1. Comparative analysis with
known algorithms and synthesized segmentation algorithm for the
test-class image showed its effectiveness for precision performance [1].

The work was supported by the grant of President RF MK-
7290.2015.9.

[1] Ipatov, Y.A. 2015. Lokalizatsiya ob”ektov  dinamicheski iz
menyayushchikhsya stsen tsvetnykh izobrazheniy na slozhnom

fone [Localization of objects of dynamically changing scenes of color
images on a complex background]. PGTU Bulletin 27(3):15-26.
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Pacno3HaBaHue amouuii, Bbi3biIBa€MbIX MY3bIKOIA,
Ha OCHOBe aHaJ/iM3a ONTUYeCKOro rnoToka
n3o00pa>keHunii inua 4enoBeka

Knasv Baadumup Baadumuposurux vl.kinaz@gosniias.ru

Mocksa, @I'VII «T'ocysapcrBensslii Hay 1HO-UCCIIEI0BATEIBCKUHT
uncruTyT asuanuonnbix cucremy (OIVII «TocHIMAC»)

[Ipobsieme pacrno3naBanus SMONMI YEJIOBEKA HA OCHOBE AHAJIU3A
BH/I€0TIOCIIE/IOBATEILHOCTEN B HACTOSIIIEE BPEMS Y/ENISAETCsT O0JIbIIOe
panManue. CJI0KHOCTH HPHUPOJIbI SMOIUI YesloBeKa 00yC/IOBIMBAET
TPYAHOCTh UX Kiaaccuduranun u uaenrudukannu. B My3biKaabHONR
[ICUXOJIOTHH ObLIH pa3paboTaHbl Pa3HOOOPA3HBIE METOALI (POPMATIL-
HOI KjacCupUuKaIum SMOIHIL.

Jannast pabora HOCBsIIeHa PACIO3HABAHUIO Y€IOBEYECKHX IMO-
Ui, BBI3BIBAEMBIX MYy3bIKOHI, Ha OCHOBE QHAJIN3a OITUIECKOr'0 ITIOTOKA
n300parKeHuil 1eI0BEYECKOro JIHIIA.

[Ipetoxken merosn upenTudUKAIUA IMOIMIT, BHI3BIBAEMbBIX MY3bl-
KOIf, HA OCHOBE OILEHKU BEKTOPAa IMOILUOHAJIBHOrO cocroguus. s
dopmasIbHOrO HpecTaBIeHNs YeI0OBeUYeCKUX IMOIMI MCIOJIb3yeTCs
JIByMEPHOE BEKTOPHOE IIPOCTPAHCTBO peakimsa—crenenb (P—C), B ko-
TOPOM pEeaKIHsA HPeCTaBIAeT MOJOKUTETbHOE NN OTPUTATETHHOEe
OTHOIIIEHUE K COOBITHUIO, BLI3BABIIEMY IMOIMIO, & CTEIeHb OLIPE/IesIsdeT
MHTEHCUBHOCTH 3MOIuu. Jerbipe XapaKTepHble TOYKH JIUIA U3 CTAH-
mapra MPEG-4 ucnosib3y1orest jist OlucaHus BbIPAZKEHMs IMOIMK HA
JIATIE YeIOBeKA.

[IpesncraBiien pa3pabOTaHHBIH AJTOPUTM IIPOCJIEKUBAHNS XapaK-
TEPHBIX TOYEK JIuIA. TOYHbIE OTHOCUTEIbHBIE CKOPOCTU XaPAKTEPHBIX
TOYEK JIMIA OIEHUBAIOTCHA HA OCHOBE AHAJIM3A OINTHYECKOIO IIOTOKA
U PACCMATPUBAIOTCH B KAYECTBE BBIXOAHOIO BEKTOPA dMOLuU. AJro-
puTM OBLI MPOTECTUPOBAH C MCIOJIb30BAHUEM OPHUIMHAJIBHOIO IPO-
rpaMMHOrO obecriedenusi 1 HaDOpPa BUEOIOCIIE/I0OBATEIbHOCTEN JIUI]
BOJIOHTEpOB [1].

[1] Kniaz V., Smirnova Z. Music-elicited emotion identification using
optical flow analysis of human face // Int. Arch. Photogramm.
Remote Sens. Spatial Inform. Sci., 2015. Vol. XL-5/W6. P. 27-32.
doi:10.5194 /isprsarchives-XL-5-W6-27-2015. http://\linebreakwww.
int-arch-photogramm-remote-sens-spatial-inf-sci.net/
XL-5-W6/index.html.
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Music-elicited emotion identification using optical
flow analysis of human face

Kniaz Viadimirx vl.kinaz@gosniias.ru

Moscow, The Federal State Unitary Enterprise “State Research Institute
of Aviation Systems” (FGUP “GosNIIAS”)

Human emotion identification from image sequences is highly de-
manded nowadays. The highly perceptual nature of human emotions
leads to the complexity of their classification and identification. The
main question arises from the subjective quality of emotional classi-
fication of events that elicit human emotions. A variety of methods
for formal classification of emotions were developed in musical psy-
chology. This work is focused on identification of human emotions
evoked by musical pieces using human face tracking and optical flow
analysis.

A technique for identification of music-elicited emotion is pro-
posed. The technique is based on emotion vector estimation using
a number of facial features extracted from an optical flow. Two-
dimensional valence-arousal (V-A) emotion vector space is used for
formal representation of human emotions. In this space, valence rep-
resents the positive or negative quality of an emotion and arousal
represents an intensity of an emotion. The original 4 facial features
from MPEG-4 Face and Body Animation International Standard are
used to describe a facial emotion.

Facial feature tracking algorithm used for facial feature speed and
position estimation is presented. Accurate relative speeds of facial
features were estimated using optical flow analysis. Obtained relative
positions and speeds were used as the output facial emotion vector.
The algorithm was implemented in original software. The accuracy of
the algorithm was tested using video sequences of volunteers listening
to music [1].

[1] Kniaz, V., and SmirnovaZ. 2015. Music-elicited  emotion
identification using optical flow analysis of human face.
Int. Arch. Photogramm. Remote Sens. Spatial Inform. Sci.
XL-5/W6:27-32. doi:10.5194 /isprsarchives-XL-5-W6-27-2015.
http://wuw.int-arch-photogramm-remote-sens-spatial-inf-sci.
net/XL-5-W6/index.html.
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MeTO,EI'bI PACno3HaBaHUA N OTCJIEXXKNBAHUA METOK
B CUCtemMe 3axBata ABUXeHUs

Knasv Baadumup Anexcandposurix knyaz@Qgosniias.ru

Mocksa, ®I'VII «['ocymapcTBeHHBI HAYYHO-UCCIET0BATEIHCKUI
uncruryT asuanuonnbix cucrems (OIVII «TocHIMTAC»)

[IpescraBiensbl pe3yabTaThbl pa3padOTKU U MPUMEHEHWS OPUIH-
HAJIBHOM cucreMbl TpexMepHoro (3D) 3axBara JBUIKEHHS HA OCHO-
Be TexHudeckoro 3penus. Cucrema ocHOBaHa Ha (DOTOrpAMMETPH-
geckux npunnunax 3D-u3zmepenwnii u obecredmBaer BBICOKYIO CKO-
poCThb 1OJyYeHus: n300parKenuil, BbICOKYI0 TOYHOCTb 3D-u3mepenuit
¥ BBICOKHI yPOBEHb aBTOMATH3ANNK OOPAOOTKU ITOIYyIaeMbIX TaH-
vbix. g mocTtwkenms BBICOKOM TOUHOCTH 3D-m3MepeHmit mCIomnh-
3yercsi OPUTHHAJIBHASA TPOIEIyPa KAJUOPOBKH, UMEIOIIAsi BBICOKYIO
aBroMarTu3anuu 0J1aro1aps MPUMEHEHUI0 OPUTUHAIBHBIX KOIMPOBAH-
HbIX METOK /I PACIO3HABAHUA U U3MEPEHUA KOODIMHAT OLIOPHDLIX
ToueK Ha n3obpaxkenuu. g pororpaMMeTpruyecKoil CHCTEMBI 3aXBa-
Ta JIBUKEHHUS BayKHBIMU XapPaKTEePUCTUKAMU, OIPE/IeIAIONNMA Kade-
CTBO CHCTEMbI, SIBJIAIOTCS aBTOMATH3AIM, HAJIEXKHOCTb U yI00CTBO
JUts noJsib3oBaresid. s pernenus 3a/1a4 PACIO3HABAHUS U [IPOCJIe-
JKUBAHUA 33/IAHHBIX TOYEK 00beKTa Pa3padOTaHbl OPUIMHAJIbHBIE Me-
TO/Ibl PaclO3HaBaHUs METOK U UX IIPOCJIE;KUBAHUA 110 BUJIEOIIOCIIe-
JIOBATEILHOCTU B ABYyXMepHOM (u300pazkenue) u 3D npocrpancrse.
[Ipemyioxkena opurnHaJbHAS METOINKA OOHAPYXKEHUS W WICHTHMU-
Kallu¥ MeTOK Ha OCHOBE aHAJIN3a CXO0XKECTU METOK W SMUMOJIAPHON
reoMeTpuu.

Crarbs npejcrapisger onucanue KOH(MUIYPAIUU U TEXHUIECKUX
XapPaKTEPUCTUK Pa3PabOTAHHON CHCTEMbI 3aXBATA JBUKEHUS, METO-
JIbI, UCIIOJIb3YEMbIe I KaJIMOPOBKU cucTeMbl. 1IpuBenenbr ajaropur-
MBI, pa3pabOTaHHbIE JjId PACIIO3HABAHNS METOK U WX ITPOCIEKUBAHUST
B BuJeonocaenoBareabuoctu. 1Ipeacrasiennr pe3yabTarbl UCHOIb30-
BaHusd Pa3pabOTAHHON CHCTEMbl B PAa3/IMYHBIX ODJIACTHAX I[IPUMEHe-
nus [1].

Pabora mognepxana rpaaTom PODU Ne15-08-99580a.

[1] Knyaz V.A. Scalable photogrammetric motion capture system
“Mosca:” Development and application // Int. Arch. Photogramm.
Remote Sens. Spatial Inform. Sci., 2015. Vol. XL-5/W6.
P. 43-49. doi:10.5194 /isprsarchives-XL-5-W6-43-2015. http:
//www.int-arch-photogramm-remote-sens-spatial-inf-sci.
net/XL-5-W6/index.html.
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Methods for recognizing and tracing targets
for motion capture system

Knyaz Viadimirx knyazQgosniias.ru

Moscow, The Federal State Unitary Enterprise “State Research Institute
of Aviation Systems” (FGUP “GosNIIAS”)

Wide variety of applications (from industrial to entertainment) has
a need for reliable and accurate three-dimensional (3D) information
about object motion. The great potential for obtaining high accu-
racy and high degree of automation has vision-based system due to
progress in image processing and analysis. Paper presents the re-
sults of development, evaluation, and application of original scalable
vision-based 3D motion capture system. It is based on photogram-
metric techniques of 3D measurements and provides high-speed im-
age acquisition, high accuracy of 3D measurements, and high level
of automation of captured data. The original camera calibration and
external orientation procedure is used to reach high accuracy of 3D
measurements. The calibration procedure is highly automated due to
applying original coded targets for identifying and measuring image
coordinates of reference points. For a vision-based photogrammetric
motion capture system, a reliability and a convenience for user are
the key features defining the quality of a system. Some techniques are
developed for required object point detection and tracking through
video sequences in two-dimensional (2D) image space and 3D object
space. The original technique for the targets detection and identi-
fication is proposed based on similarity analysis of the targets and
epipolar based points correspondence determination. The paper de-
scribes the outline and technical characteristics of the developed pho-
togrammetric system and techniques used for the system calibration.

The original algorithms developed for object point recognizing and

tracking in 2D and 3D spaces are presented. Some results of using

of the developed photogrammetric motion capture system in various

fields of applications are presented [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-08-99580a.

[1] Knyaz, V.A. 2015. Scalable photogrammetric —motion cap-
ture system  “Mosca:”  Development and application. Int.
Arch. Photogramm. Remote Sens. Spatial Inform. Sci. XL-
5/W6:43-49.  doi:10.5194/isprsarchives-XL-5-W6-43-2015.  http:
//www.int-arch-photogramm-remote-sens-spatial-inf-sci.net/
XL-5-W6/index.html.
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Nccneposanue BAusiHus pacCMHXpoHU3aumnm
BXO/HbIX N300pa>keHuin Ha Ka4ecTBO pPaboThI
a/IrOPUTMOB MOUNCKA CTPYKTYPHbIX Pa3inynii

Koprunos Pedop Andpeesuyux fakornilov@mail.ru

Exarepunbypr, ncturyr MaTeMaTukun U MEXQHUKHI

um. H. H. Kpacosckoro ¥YpO PAH

PaccmarpuBaercs BiusHIEe pacCHHXPOHU3AINN BXOIHBIX M300pa-
JKeHuil Ha Ka4ecTBO PAabOThI AJITOPUTMOB [IOUCKA CTPYKTYPHBIX Pa3-
JIAYuil, 110/, KOTOPBIMU I[OHMMAIOTCH IOfABUBIINECH WM HCYE3HYB-
e 0ObeKThl MECTHOCTH, /115l PA3HOBPEMEHHBIX KOCMUYECKUX CHUM-
KOB 3€MHOi1 MOBEPXHOCTU. Pabora aJropuTMOB OIEHUBACTCA HA A~
pe M300parKeHwit, MpeaCTaBISIONINX COOOM CMEIEHHBIE OTHOCHTE b~
HO JIPYT JIPyI'a KOIHMK OJIHOIO U TOI'O K€ CHUMEKA, YTO [I03BOJIAET Bbl-
SCHUTH CTEIEHb yCTOMYMBOCTH METO/OB K I'€OMETPUIECKOMY HECOOT-
BETCTBUIO BXOHBIX JAHHBIX C UCKJIIOYEHUEM BJIMSHUA CTPYKTYPHBIX
pasnuuanii uan caydaiinoro nryma. [lpuBoaurcs onucanne HOBOTO Me-
TOZ@ CPABHEHWS CTPYKTYDP W300parKeHUil, UCIOJIH30BAHNE KOTOPOTO
COBMECTHO C &JITOPUTMAMU MOUCKA CTPYKTYPHBIX PA3IUIUN TO3BOJIS-
€T YMEHDBIIUTb KOJIMIECTBO JIOZKHBIX TPEBOI' IIPU PACCUHXPOHU3AUN
BXO/IHBIX H300pazKeHUil. DKCIEPUMEHTbl HA JAHHBIX, [OJIOTOBJIEH-
HBIX IIyTEM B3aUMHOTO C/IBUTA, MAPhI N3HAYAIHLHO T€OMETPUIECKH BbI-
POBHEHHBIX KOCMOCHUMKOB, MTOKA3bIBAIOT, YTO IIPEIJIOKEHHAS MO/IU-
bukanus aJropuTMOB MOIXOAUT JJist TIPUKJIATHOTO NpUMeHeHus [1].

Pabora BpinosHeHA IpU 9aCTUIHON (PUHAHCOBOI MTOAIEPIKKE [OC-
OIO/IZKETHON TeMbl «DKCTPEMAJIbHbIE 3aJa49l U AJTOPUTMbI T€OPUU
npubmKennsd GYHKIUHR ¢ IPUIOXKEHHeM K IIpobjeMaM HaBUIAIdN
0 Te0PU3NIECKUM IMOJISAM U YIPABJICHUS AHTEHHBIMU CHCTEMAMU»
(TP Ne01201367475).

[1] Koprusos @. A. UccienoBanue BIUsAHAS PACCUHXPOHUSALMU BXOIHBIX
n300parkeHuil Ha Ka1eCTBO PabOThI aJIrOPUTMOB IIOUCKA CTPYKTYPHBIX
pasimanii // Mamunnoe o0ydenue u anagu3 JaHHbx, 2015, T.1. Ne12.
C.1686-1695. jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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Investigation of the impact of misregistration of input
images on the accuracy of change detection

Kornilov Fedorx fakornilov@mail.ru

Ekaterinburg, Krasovsky Institute of Mathematics and Mechanics
of the Ural Branch of the Russian Academy of Sciences

The article is devoted to the impact of misregistration input images
on accuracy of algorithms structural differences detection for mul-
titemporal Earth’s satellite images. Here, structural changes mean
appeared or disappeared ground’s objects. The results of algorithm
work evaluate at pair images prepared with the aid of shift relative
to each other copies of the same image that allow to explore degree of
stability methods to misregistration input data with excluding influ-
ence structural changes or random noise. The usage of new method
of comparison image structures with the algorithms of structural dif-
ferences detection allows to reduce the number of false alarms when
input images misregistered. The experiments with real data demon-
strated that the proposed modification of algorithms is good enough

for applications [1].

The work was partially supported by the state budget theme “Ex-
treme problems and algorithms of approximation theory with applica-
tion to the problems of navigation on geophysical fields and antenna
control systems” (GR No. 1201367475).

[1] Kornilov, F. A. 2015. Investigation of the impact of misregistration of
input images on the accuracy of change detection. J. Mach. Learn. Data
Anal. 1(12):1686-1695. jmlda.org/papers/doc/2015/JMLDA2015n012.
pdf.
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MeTtoa obHapy>xeHust 4BUXKYLNXCSE 00 bEKTOB
B BU/EOMNOTOKE Ha OCHOBE OLEHKWU UX rpaHull

Medsedesa Eaena BuxmoposHa emedv@mail.ru

Kapaywurn Koncmanmun Anexcarndposur
konstantin.karlushin@gmail.com

Kypbamosa Examepuna EszenvesHax kurbatovae@gmail.com

Kupos, Barckuil rocy1apcTBeHHBII yHHBEPCUTET

Hesp paborbr — pa3paboTKa METONA BBIIECICHUS IBUKYIIIXCS
OOBEKTOB B BHUIEONOTOKE HA CPABHUTEIHLHO HEMOJIBUXKHOM (bOoHE
Ha OCHOBE OIEHKU WX T'DAHUIl, PeaIn3alids KOTOPOro IOCTUTAETCs
MEHBIIAMH BbIYUCJIUTEIbHBIMUA PECYPCAMU, U€M H3BECTHBIMU METO-
JIAMU.

Mero/1; ocHOBaH Ha ALIIPOKCUMALUH IOCIEI0BATEIbHOCTH I po-
BbIX 10JIyTOHOBbIX u306pazkenuii (IIIIU) rpexmepuoii nemnbio Map-
KOBA C HECKOJIbKUMU COCTOsiHusAMU U mpejcrasiaenun LTIV nabopom
u3 g paspsanbix ABoudnbix u3obpakenuit (PIAU). dus Bblaesenus
KOHTYPOB BBbIYHCJIAETCH KOJIU4ecTBO uH(MOPMAluU B KAXK/IOM 3Jie-
mente P/IV B cooTBeTcTBUM C PA3INIHBIMEU COYCTAHUIMU JJIEMEHTOB
OKPECTHOCTH U CPABHUBAETCS C TIOPOTOM.

Bemrpeiimn Bo Bpemenn 006paboTKu pa3pabOTaHHBIM METOIOM BbI-
JleJIeHUs KOHTYPOB 110 CDABHEHUIO ¢ u3BecTHbIMU Meromamu (Kanmu,
IIpesurra, PobGeprca, Cobesa) cocrasisier 25,6 pas.

g perienus 3a/1a49u BbLAEIeHIA 00bEKTA HHTEPECca 110 [OJLY Y€H-
HBIM KOHTYPHBIM TOYKAM UCIOJIH30BAH IJIOTHOCTHBIH aJITOPUTM KJIaC-
repusanuun DBSCAN (density-based spatial clustering of applications
with noise).

Bomrpoliin B cpe/inekBaApaTuvdHONl OUIMOKE TOYHOCTU OLpejee-
HUdA KOOPJMHAT /i Pa3pabOTAHHOIO METOa 110 CPABHEHUIO C U3-
BECTHBIM PA3HOCTHBIM METOJ0M cocTaBiger 1,5-2.5 pas.

Meto MOXKeT ObITH TPUMEHEH IpU 00pAa0OTKE MTaHHBIX B PEAJIb-
HOM MacinTabe Bpemenun. /lmana3on BapbUpOBaHUS Pa3MEPOB O0bEK-
TOB MHTEPEca B BHJIEOIOC/IE0BATEILHOCTH MOXKET ObITb OOJIbIINM,
a KOJIMYECTBO JIBUXKYIIUXCH OObEKTOB — ALPUOPHO Heu3BecTHbiM [1].
[1] Medsedesa E. B., Kapaywun K. A., Kyp6amosa E. E. Meron, obuapy-

KeHud NBUZKYIUXCA O6'beKTOB B BHIEOIIOTOKE Ha OCHOBE OICHKH HX

rpauun // Mawmunnoe obydenue u anaus jganpbix, 2015, T.1. Ne12.
C.1696-1705. jmlda.org/papers/doc/2015/JMLDA2015n012. pdf
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Method of detection of moving objects in video
stream on the basis of object boundaries estimation

Medvedeva Elena emedv@mail.ru
Karlushin Konstantin konstantin.karlushin@gmail.com
Kurbatova Ekaterinax kurbatovae@gmail.com

Kirov, Vyatka State University

The purpose of the research is to develop a new method of detection
of moving objects in the frame sequence using practically stationary
background. The method is based on the estimation of moving object
boundaries by calculation of the value of information quantity. It
requires less computational resources than the existing well-known
methods.

The method uses approximation of the digital halftone im-
ages (DHI) sequence by a three-dimensional Markov chain with sev-
eral states and representation of the DHI by g-digit binary im-
ages (DBI). To find contors, the value of information quantity in each
DBI element is calculated in accordance with various combinations
of neighborhood elements and is compared with a threshold.

The developed method is faster in comparison with the known
methods (Canny, Prewitt, Roberts, Sobel) in 2-5,6 times.

To define an object of interest by obtained contour points,
DBSCAN (density-based spatial clustering of applications with noise)
algorithm is used.

The gain in root mean-squared error of coordinates determina-
tion accuracy for developed method in comparison with the known
subtraction method is 1.5-2.5.

The developed method requires small computational resources;
thus, it can be applied in real-time data processing. Range of variation
of object dimensions in video sequence can be wide and the number
of moving objects can be priori unknown [1].

[1] Medvedeva, E. V., Karlushin K. A., and Kurbatova E. E. 2015. Method
of detection of moving objects in video stream on the basis of object
boundaries estimation. J. Mach. Learn. Data Anal. 1(12):1696-1705.
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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Komno3nynn nprusHakos g BUAEOTPEKMHra
npu nomown puabTpa YacTuy,

Huoicubuyruti Eezenuli Anexceesurwx nizhibitsky@cs.msu.ru

MockBa, MOCKOBCKHII TOCYIapCTBEHHBIN YHUBEPCUTET
nm. M. B. Jlomonocosa, ®akyasrer BMK

Paccmorpensr Momesn mpaBaono100ms, OCHOBAHHBIE HA KOMIIO3W-
[IMA MEP CXO/ICTBA U3BJIEKAEMBIX M3 M300PAXKEHUl MPU3HAKOB, KOTO-
Pbl€ LIUPOKO UCIOJb3YIOTCH s 33/1a491 OTCIEKUBAHUA OObEKTOB HA
BHJIEO IIPH 1IOMOIIY (DUIBTPA YACTHUILL,

[Ipemioxkenbl HOBbIE CIIOCOOBL OLTUMAJIBLHOIO MHOIOKPATHOIO
U3BJIEYEHUsT MPU3HAKOB W3 PA3JUYHBIX PECHOHOB OIHOIO W TOTO
ke m3obpakenns. OUTUMHU3AINUA TIPU ITOM BBITOJIHSIETCSA 33 CUET
[IOCTPOEHUS MHTErPAJIbHBIX H300parKeHuil, BIEPBbIE PUMEHEHHbIX
B KOMIIBIOTEDHOM 3PEeHHH Jjisl IPU3HAKOB Xaapa B ajsropurme Buo-
Jsibl—JIKOHCA, 11 APYTUX UCCIIe/LyeMbIX IIPU3HAKOB — [[BETOBBIX ['MC-
TOrPaMM, TUCTOIPAMM HAIPABJIEHHBIX IPA/IMEHTOB U THCTOIDAMM Ha,
OCHOBE JIOKAJIbHBIX OMHAPHBIX MTAOIOHOB.

Ha npumepe maracera Bonn Benchmark on Tracking skcnepumen-
TAJIbHO OKA3aHA BO3MO2KHOCTD 3(DPEKTUBHOIO UCIOJIb30BAHUA KOM-
O3UIMI TPy HPU3HAKOB 1pu HEIDMEKTUBHOCTU UCIOIH30BAHUA
KaXKJIOf TPYIIBI B OTIEIbHOCTH.

C moMOIIbI0 PACCMOTPEHHBIX KOMITO3UITHI MPU3HAKOB JOCTUTHYTO
Ka4JeCTBO TPEKWHTa, CPABHUMOE C DOJIee CJI0KHBIMU IO CBOEH CTPYK-
Type MeTo/aMu, OCHOBAHHBIME HA 110CTpoenuu ancambireit kiaccudu-
KaTOPOB C IOMOMIBHIO0 OYCTUHIA, U [IPEBILIAIONIEE PE3YJIHTATHL CXOXKEN
PpaboThI ¢ UCIOJIB30BAHUEM METOA KACKA/IOB.

Pabora mognepxana rpaarom PODU Ne14-07-00965.

[1] Huorcubuykui E. A. KoMnosunun npusHakoB [Jis BUICOTPEKUHIA IIPU

nomowy buaprpa gacrun // Mamunnoe o0yvyenue u aHa M3 TaHHBIX,

2015. T. 1. Nel1l. C. 1517-1528. jmlda.org/papers/doc/2015/noll/
Nizhibitsky2015Composition.pdf.
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Feature composition in video tracking using particle
filters

Nizhibitsky FEvgenyx nizhibitsky@cs.msu.ru

Moscow, Lomonosov Moscow State University, Faculty of Computational
Mathematics and Cybernetics

This work aims at analysis of probability models based on similarity
measures of features extracted from images which are widely used in
the field of video tracking using particle filters.

New computationally optimal methods for multiple feature ex-
traction from several regions of the same image are proposed. The
optimization is performed by using integral images, first prominently
used in computer vision within Viola—Jones object detection frame-
work for Haar rectangles, for other studied features — color his-
tograms, histograms of oriented gradients, and histograms based on
local binary patterns.

It is experimentally demonstrated that feature compositions can
be used even in the tasks where each of them are useless by itself that
was illustrated by Bonn Benchmark on Tracking tests.

The performance achieved using proposed compositions is greater
than one in the similar study based on cascade technique and com-
parable to the performance of more complicated models based on
ensemble boosting.

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00965.

[1] Nizhibitsky, E. 2015. Feature composition in video tracking using par-
ticle filters. J. Mach. Learn. Data Anal. 1(11):1517-1528. jmlda.org/
papers/doc/2015/n011/Nizhibitsky2015Composition.pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



166 AHayn3 BUAEOIOCIEI0BATEILHOCTEHR

Ontumnszaums meroga KoMnbloTepHOI okynorpacdpun
AN UCcnenoBaHNi UEHTPAasibHOW HEPBHOM CUCTEMDbI
Ha OCHOBE MacCMBHOro aHanun3a Bugeon3obpakeHusi

Hoesuxoe Eezenuti Anamoavesun'x eugen@novikov.de

Baxomox Hpuna Anamoavesna’ i.vakoliuk@iris-check.com

'Kanununrpas, THerury T HpuKk/ia ol MareMaruky i nidOPMALMOHHBIX
rexuosoruit BOY um. 1. Kanrta

2Ka.HI/IHI/IHr'pa,u;, Xwumuko-ouosorngeckuii uacturyt BOY um. U. Kanra

[Ipomecc perucrpanuy u MOCTAETYIONIETO aHAIN3A TPOU3BOIBHBIX
¥ CIPOBOIMPOBAHHBIX IBUKEHUII TJIa3 B ODIEM CIydae HA3BIBAET-
cs okysorpadueii. BoIbIMMHCTBO CyIECTBYIONINX CHCTEM KOMITBIO-
TepHOil OKysorpaduu OmMPAIOTCHd HA AKTUBHOE CKAHUPOBAHUE IJI1a3,
4TO O3HAYAET, KAK [IPABUJIO, OY€Hb Joporocrosginee pemenue. [Ipe-
JlaraeMblii MeTOJI MCIOJIb30BAHUS CTAHIAPTHONW 1udPOBON ONTHKH
MOXKET OBITH IPUMEHEH [IIsi TOYHON U HAJIEKHOM JIOKAJIU3AINN T1€H-
TPOB 3PAYKOB C MOMOIIBIO TPAIUEHTOB HU300PAKEHUS, Oy IEHHBIX
¢ uacroroil ne menee 30 kaap/c. Ananusz rpadudeckoro orobpaze-
HUS U3MEHEHMSs IIOJIOKEHUdA IEeHTPa 3PAadKa BO BPEMEHU — OKYJIO-
rPaMMbl — IO3BOJIET Cy/AUTh O (PYHKIMOHAIBHOM COCTOSHHUM OT/Ie-
JIOB TOJIOBHOTO MO3Ta, BOBJIEIEHHBIX B ITPOIECC MTPOTPAMMUDPOBAHUS
U PETYJIANIN IBUKEHNI T71a3, B YaCTHOCTH SKCTPAMUPAMUATHONU CUCTe-
Mbl. B oTsimgmne or MHOrEX APYruXx pejiaraeMblil MeTo I KOMIIbIOTeP-
HOIT OKysorpadun saBasgeTcsd OeCKOHTAKTHBIM, ITO OCOOEHHO BAXKHO
upu pabore ¢ 1erbMy U HAIMUEHTAMU C HEBPOJIOIMYECKUMU M IICHXU-
9eCKUMHU PACCTPONHCTBAMMU, MUCTAHTHBIM, TOCTYIHBIM U HE Tpedyer
CIIeIaIbHON MOATOTOBKU OT MEJMIIMHCKOIO IIepCOHAJIa WJIM HCCIIe-
JOBaTed.

[1] Hosuxos E. A., Baxoawx HU. A., Azanxun P./]., Bapwax U. A., Hlana-
eunoea U. I, Hlsatixo /. A., Bydenxosa E. A. Ourumusanus meroia
KOMIIBIOTEPHOI OKy/Iorpaduu I WCC/IeTOBAHUN TeHTPATLHON HEpB-
HOl CHCTeMBI Ha OCHOBE MACCHBHOIO aHa/IU3a BHjeou3oOpaxkeHus //
Mawunnoe obygenue u anamus ganubix, 2015 (8 newaru). T. 1. Ne. 12,
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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Optimization method of computer oculography
for research of the central nervous system
based on passive video analysis

Nowikov Evgeny'x eugen@novikov.de
Vakoliuk Irina? i.vakoliuk@iris-check.com
'Kaliningrad, Immanuel Kant Baltic Federal University, Institute

of Applied Mathematics and Information Technologies
2Kaliningrad, Immanuel Kant Baltic Federal University, Institute

of Chemistry and Biology

Some current investigations in physiology and medicine are focused
on human analysis of visual information. The process of record-
ing and subsequent analysis of arbitrary and caused eye movements
in general is called oculography. Most of the existing computer ocu-
lography systems rely on active eye scanning, which is usually a very
expensive solution. The presented method of using standard digital
optics can be employed for accurate and reliable localization of eye
centers using vector field of image gradients, obtained with frequency
of not less than 30 frame/s. Analysis of visualization of changing
pupil center position in time (oculogram) allows one to define func-
tional condition of the brain divisions involved in the programming
process and regulation of eye movements, in particular, the extrapyra-
midal system. Unlike many others, the proposed method of computer
oculografphy is noncontact, which is especially important when deal-
ing with children and patients with neurological and psychiatric dis-
orders, distant, affordable, and does not require special training of
medical staff or researcher.

[1] Novikov, E., Vakoliuk I., Akhapkin R., Varchak I., Shalanginova I.,
Shvaiko D., and Budenkova E. 2015 (in press). Optimization method
of computer oculography for research of the central nervous system
based on passive video analysis. J. Mach. Learn. Data Anal. 1(12).
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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BeposiTHOCTHbI nogxon, A1 OTCAeXNBAHUA
TpaekTopuii N0aei HA BUAEO C Kamep HabaogeHus

Humban Imumputi Anexcandposuy’ x
dmitry.tsymbal@antaressoftware.ru

Yatixurn Aaexceti Bumaavesuy'? alexeyQ@asgvisum.com

!Besuxuit Hosropos, ASG Visum

?Huxmmit Hosropoa, ASG Visum

Bajaua OOHAPYKEHUS U OTCIACKUBAHUS JIIOJIHl HA BUIEO C KAMED
HAOJIIO/IEHUS YPE3BBIYAHO AKTYATbHA U UMEET MHOXKECTBO [IPUMEHEe-
HUil B 001acTH 0€30MACHOCTH W MapKEeTHHTA.

CyImecTByeT MHOIO METOJOB pelieHus Tanuoi npodembr. Hanbo-
Jlee IacTO BCTPEUYAIOTCS TO/XO/bI, OCHOBAHHBIE HA «BBIYUTAHUU (DO-
Ha» C [MOCJEAYIONUM CErMEHTUPOBAHMEM OTJIMYAIONIUXC ObJacTeit
U OTCJCKUBAHUEM UX [OJIOXKEHUs IIyTeM ODHAPYKEHUsI PeOMEeTPUYe-
CKUX TiepecedeHunil Ha coceuux kaapax. Cpeau HeI0CTaTKOB JAHHO-
IO METOA CJIEAYET BBIIEIUTH HEOOXOIUMOCTD YCTAHOBKY OTIEIHHBIX
BEPTUKAJIBHO DACIOJIOKEHHBIX KaMep, HeOOXOAMMOCTh KaJuOparum,
4yBCTBUTEJbHOCTH K U3MEHEHUIO YCJIOBUN OCBEIeHUs], 0DJIaKaM, Te-
HeM, OJIMKAM, KOJIBIILY IIEHCs JTUCTBE JEPEBbEB U, YTO OCOOEHHO BaZK-
HO, K IEPEKPLITHIO OOHEKTOB.

B mammoit pabore mpejjaraercs aJbTepHATHBHBIN CTaHIAPTHO-
My QJCOPUTM ODHAPYYKEHWS U OTCJICKUBAHUS IO, OCHOBAHHBII
Ha 00beuHeHnr HHOPMAIIUU O BO3MOXKHBIX [TOJIOZKEHUAX JIOAEH u3
Pa3HBIX UCTOYHUKOB (JIETeKTOD CuilyITa, Bblieaenue obuacreil ¢pona)
B JIByMEPHbBIE MACCUBBL — KAPThl BEPOSTHOCTH.

[Ipemtoxkennnrit MeTox He Tpebyer Kaaubparuu, 0osiee yCToiInB
K W3MEHEHUIM YCJIOBUI OCBEINEHUsI, T€HIM, KOJIBIILYITUMCSI BETBIM
U JIUCTBE JIEPEBHEB U HE TPEOYET YCTAHOBKU OTIEIBHBIX, BEPTHKAJIHHO
HAIPABJIEHHDBIX KAMED, HO3BOJIsAs UCIOJIb30BATH CTAHIAPTHBIE KaMe-
pbl cucrem Gesomacuoctu. [IpoBeieHHbIil aBTOpAMU CPABHUTEIbHDII
9KCIIEPUMEHT, MOKA3bIBAET MPEUMYIIECTBA JIAHHOTO MOIXO0Ja epe/
CTAHJAPTHBIM Ha CIEHAX PA3JIMIHON CTEIEeHN 3arpyKeHHOCTH.

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. Csersioropck, 2015 r.
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Probabilistic approach to people tracking
in surveillance video

Tsymbal Dmitry'« dmitry.tsymbal@antaressoftware.ru
Chaykin Alexey'? alexey@asgvisum.com
Weliky Novgorod, ASGVisum
2Nizhny Novgorod, ASGVisum

Stable and accurate people tracking on surveillance videos is one of
the most challenging computer vision problems that has many appli-
cations in security and marketing.

The majority of existing people trackers use foreground extrac-
tion with consequent segmentation and overlap based tracking, which
results in sensitivity to lighting conditions changes, shadows, reflec-
tions, and — most importantly — to overlapping objects (people
standing close to each other, etc.).

The authors present a probabilistic approach to people tracking
that uses HOG based cascade of boosted classifiers in addition to
foreground extraction. By combining the information from FG and
HOG to the maps of probable person locations, it is possible to correct
both detection and foreground errors and fill in gaps where the results
are missed.

The conducted experiment demonstrates the ability of the pro-
posed method to handle overlapping people and tolerate shadows,
reflections, and other lighting conditions changes.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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AnropnTm nocsiegoBaTesibHOW >KagHOW
onTMMu3aunmn ueseBoi pyHKLNN KOaMPOBaHUS
AJ1S1 co3aaHns buomertpuyecknx wabsioHoB

B 3a/ia4e pacrno3HaBaHus nnL

TI'opbauesuy Baadumup Cepeeesuyux gvs@gosniias.ru
Busuavmep Opuil Baaenwmunosuy viz@gosniias.ru
Bopomnuxos Andpeti Banepvesuy andronzord@gmail . com

Mocksa, ®I'VII «['ocymapcTBeHHBIN HAYYHO-UCCIETOBATETIBCKUI
uHCTUTYT aBuanuoHHbX cucreMms (OI'VII «[ocHUMACS)

B pabore [1| paccmarpusaercs upobsiema 1ocrpoenus GuoMerpu-
JecKkux IMadJ0HOB B 3a/ade pacno3naBanus jmil,. [lox duomerpude-
CKUM MTa0I0HOM TO/IPA3YMEBAETCs HEKOTOPOE KOMIIAKTHOE OIMCAHUE
nudposBoro nuzobpazkenus juna. [Ipeamnonsaraercsa crpouts bmoMeTpu-
yeckue wabiloHbl Kak OMHAPHBIE BEKTOPA, (TAK HA3bIBAEMbIE «XELLU» ),
a JIJsl X CPABHEHUS MCIOJIB30BATDH PACCTOHNE XAMMUHTA, T. €. B 00-
MEM CJIydae 3a7ady MOCTPOEHUsS TAKUX MIabJIOHOB MOXKHO IIPEICTa-
BUTDH KaK 33/1a9y XelnpoBanus ¢ o0ydernemM 1mo Beioopke. KirrogeBast
uesi MPEeJIaraeMoro MoIX0/1a 3aKII0YAeTCd B TOM, ITOOBI TOCIEI0-
BATEJIbHO «BBIPAIUBATELY XEII-KOJ, J00aB/IsAsd HA KayK/I0U HTepaIun
K EMEIOMEMYCs y2Ke k-OMTOBOMY XeIry eIre OiMH SJIEMEHTAPHbBIH Xer
TaKuUM 00OpPa30M, ITOOBI IEJIEBOM KPUTEPHUI KOIMPOBAHUS IIPU ITOM
MOHOTOHHO yiydrnajics. [ljag oOydeHus u TeCTHPOBAHUS WMCIOJIb3Y-
ercd pa3MedeHHasd «ydureseMs 6a3a nmpuMepoB. B kadyecTse 3sremen-
TAPHbIX KOAEPOB (KOAMPYIOLIUX OJUH OUT) UCLOJIb3YIOTCs JIMHETHbIe
KTaccupUKATOPBI B MPOCTPAHCTBE Hpu3Hakos. s oOydenus 3ite-
MEHTAPHBIX KOJAEPOB UCIIOIb3YETCsI OPUTHHAIbHAS MOTUPUKAIIAS aJl-
ropurma RANSAC (random sample consensus). IIpejcrasiennbie pe-
3yJIbTATHl YUCJIEHHBIX KCIEPUMEHTOB MOKA3BIBAIOT JTOCTUKEHNE BbI-
COKOIr0 KA4IeCTBa UACHTH(DUKAIUN JIUI IPU CAJIBHBIX OIPAHHICHUIX
Ha pasMep OHOMETPHIECKOrO KJITOYA.

[1] T'opbayesuw B.C., Bopomnukxos A.B., Bususvmep IO.B. Anropurm

MOCJIeIOBATEIPHON KATHON ONTUMU3AIUN TI€/IEBON (DYHKITNHA KOTUPO-

BAHUS SIS CO3aHNS OMOMETPUIECKUX 1ab/IOHOB B 3a/1a9€e PACIIO3HABA-

uus s // BecTHUK KOMIBIOTEPHBIX 1 HH(MOPMAIMOHHBIX TEXHOIOIAI,
2015 (B meuarn).
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Sequential greedy optimization of coding function
for binary templates construction in face recognition

Gorbatsevich Vladimirs gvs@gosniias.ru
Vizilter Yurt viz@gosniias.ru
Vorotnikov Andrew andronzord@gmail.com

Moscow, The Federal State Unitary Enterprise “State Research Institute
of Aviation Systems” (FGUP “GosNIIAS”)

The problem of biometric templates generation for face recognition is
discussed in [1]. Biometric template is a compact description of face
image. It is assumed that biometric templates would be built like bi-
nary vectors (“hashes”) and in order to compare them, a Hamming
distance would be used. In other words, the problem of building of
such templates can be generally presented as hashing problem with
selective training. The main idea of this approach is that it is possi-
ble to “grow” a hash-code consequently, adding one 1-bit elementary
hash to existing k-bit hash with each new iteration in such a way
that coding objective criterion would be developed steadily. Labeled
by the “teacher” training set is used for training and testing. Lin-
ear classifiers are used in feature space as elementary coders (which
code just 1 bit). An original modification of RANSAC (random sam-
ple consensus) algorithm is used for elementary coders training. The
results of numerical experiments presented in the paper show the
achievement of high quality of facial identification in case of great
restrictions of the biometrical key size.

[1] Gorbatsevich, V., Vizilter Yu., and Vorotnikov A. 2015 (in press).
Algoritm posledovatel’'noy zhadnoy optimizatsii tselevoy funktsii
kodirovaniya dlya sozdaniya biometricheskikh shablonov v zadache
raspoznavaniya lits [Sequential greedy optimization of coding func-
tion for binary templates construction in face recognition]. Vestnik
komp’yuternykh i informatsionnykh tekhnologiy [Herald of Computer
and Information Technologies].

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Ncnonb3oBaHue anropntmos rinybokoro odbyqeHus
C yuuTenem [AJ/ist OUEHKM BO3pacTa 4esioBeka
no cortorpacphun nmuua

Apobrvr Kaum Andpeesurwx klim.drobnyh@gmail.com
ITonosunrurn Anerceli Hurxonaesuw alexey.polovinkin@gmail.com

Huxnawnit Hosropoa, Hukeropoackuil rocy1apCTBeHHBIN yHUBEPCUATET
um. H. U. JIobageBckoro

AproMaruyeckas OLEHKA BO3PACTa YesoBeKa 110 pororpadpuu Jiv-
1A ABJILeTCH aKTyaJbHON 3a/a4deil B Hacrosdiiee spems. Ke pemienue
[IOMOZKET YJIy4IIUTh B3aUMOIEHCTBUE MEXKJY HYeJIOBEKOM U KOMIIBIO-
TEpOM, Peajn30BaTh KOHTPOJIb JOCTYIIa, OCHOBAHHDIN Ha OIpeIe/Ie-
HUAW BO3PACTa U T. .

Ora 3a/la9a ABIACTCH KIACCHYECKUM HPUMEPOM PACIO3HABAHUS
06pazos. OHUM U3 COBPEMEHHBIX [O/IXOA0B K PEIICHUTIO 3349 TAKO-
I'0 PO/IA #ABJISETCH MCIIOJIb30BAHUE AJITOPUTMOB I1yOOKOro obydenus.
Kro4eBoit 0COOEHHOCTHIO 9TUX AJTOPUTMOB SIBJISETCs 00y 9eHUE MPU-
3HAKOBOT'O OMUCAHNSA 0OBEKTOB, KOTOPOE JIYUIIe TIOAXOIUT IS Pertre-
HUS KOHKpEeTHO# 3aj/iaun. B maHHO#N cTaTbe Mmpejjiaraercs MCIOJIb-
30BaTh AJIrOPUTM IIyOOKOIO OOyYeHHsI C yUUTEJeM JiJIsd YLy 9iieHus
TOYHOCTH CYIIECTBYIOIIMX I[IOJXO0/I0B /I OLEHKHM BO3pacra. B kaue-
cTBe DA30BBIX MMOAXOI0B ObLIN BHIOPAHBI AKTUBHBIE MOIE/IN BHEIITHETO
BUA W OMOJIOTUYECKH OOYCJIOBJICHHBIE MPU3HAKN, TAK KAK OCHOBAH-
HbIE HA HUX aJITOPUTMbBI TOKA3aJM CAMYIO BBICOKYIO TOYHOCTH. Jljis
pelienus 3312491 KJacCuPUKAIUU UCIIOJIb30BAJICA KACKa/| OMHAPHBIX
MAIIIUH OIIOPHBIX BEKTOPOB C I'ayCCOBBIM SPOM.

B pamvkax jgannoit pabOTbI ObLIN PEATH30BAHBI OA30BBIE MOIX0/IbI
¥ MPOBEEHBI YKCITEPUMEHTHI. /11 cpaBHEeHMS KauecTBa pabOThI ajIiro-
PUTMOB HUCIOJIb30BAJIACH MOMYJIAPHAs CPEIU UCCIIeI0BaTE e JaHHON
rembl 6a3a jun FG-NET. Dkcnepumentst mokasasm, 4ro 100aBieHne
[PU3HAKOB, [OJIYYE€HHbIX C IOMOIIBIO IJIyOOKOro o0ydeHus C ydure-
JIeM, K IIPU3HAKAM CYLIECTBYIOMIUX [10/IX0/I0B MOXKET YJIy4IIUTh TOY-
HOCTb pacro3HaBanus. Hampumep, /1j1s1 aKTUBHBIX MOJIEJIel BHEIITHETO
BUJIA YJIy9IIEHAE TOTHOCTH COCTABHIO 4%.
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Using Unsupervised Deep Learning for Human Age
Estimation Problem
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Nizhny Novgorod, Lobachevsky State University of Nizhny Novgorod

Automatic age estimation from facial images is a challenging prob-
lem upcoming in recent years. The solution can improve a human—
computer interaction, age-specific access control, etc.

This task is a classic example of pattern recognition task. One of
the state-of-the-art approaches in this field is a deep learning. The
key idea is learning the best feature representation to solve a certain
problem. In this paper, it is proposed to use supervised deep learning
features to improve accuracy of existing age estimation algorithms.
The active appearance model and the bio-inspired features were cho-
sen to be the basic approaches, because they have shown the best
accuracy. A cascade of binary support vector machines with gaussian
kernel was used as the classifier.

In this work, two basic approaches were implemented. Popular
Face and Gesture Recognition Research Network (FG-NET) database
was used to estimate an accuracy. The experiments have shown that
adding supervised deep learning features may improve an accuracy
for some basic models. For example, adding the features to the active
appearance model gave the 4 percent gain.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Mounck BHewHel U BHYTPEHHEN IrpaHuL, pagy>XHoW
000/104KN Ha M300pa>keHun rnasa MeTogoM MapHbIX
rpagueHToB

Egumos FOpuii Cepeeesur'* yuri.efimov@phystech.edu
Mameeee Hean Aanexceesur’ matveev@ccas.ru
'Mocksa, Mockosckmit busuko-rexnmaeckuit macturyr (I'Y)

2Mocksa, Boramciuremsmbii mearp um. A. A. JTopogmumpsima PAH

JLjist moncKa BHEIIHEH 1 BHY TPEHHE IPAHUL, PAJLY 2KKU, HPE/ICTAB-
JIEHHBIX KAK OKPY2KHOCTHU, UCIOJIb3yeTcs MOAUMUKAIUS METOI0JIOIUI
Xada — meron mapubix rpaguentos [1]. Tlocme obpaborkn n3o6pa-
xerus Gurbrpom KoHHN U3 nuKceseil Moy IuBIINXCsT TPAHMUTI, BHIOU-
paIoTCs MAPbI, C BHICOKON BEPOSITHOCTDHIO JIeZKAIIe Ha OHON OKPY K-
noctu. BBoggrcs ycioBus BeI6Opa 1 BEpOATHOCTHBIE KO DUITHEHTH
KadeCcTBa IMapbl JIjIsd COKpalnenus mepedopa. B npeobpazosannu Xada
HCIIO/IB3YIOTCS /IBA AKKYMYJIATOPA: IBY MEPHBIH, n30MOPQMHBIH UCXO/I-
HOMY M300pasKeHuIO, rOJI0COBAHNE B KOTOPOM IIPOU3BO/INTCS IIEHTPA-
MU OTPE3KOB, 33/1aBaeMbIX [IApAMH, U OJHOMEPHASI FTUCTOrPaAMMa JIua-
METPOB, B KOTOPOIT OTKJIA/IbIBAIOTC JIJIMHBL 9TUX 0TPe3KoB. IIpoBeien
BBIUUCIUTEJbHBI 9KCIIEPUMEHT, IPOBEPSIONIUil PaboTOCIOCOOHOCTD
AJICOPUTMA HA, JAHHBIX U3 OTKPBITHIX 0a3 M300parKeHUil pajyKKu.
OmnpeiesieHbl HEIOCTATKH AJITOPUTMA, BBI3bIBAIONINE HEKOPPEKTHYIO
00paboTKy HEKOTOPBIX BXOIHBIX m300parkenuii. Tpebyerca majbHeli-
Uil aHAJIU3 [Pe/IaraéMoro ajirOPUTMa, U [MOBBILIEHUE ero yCToifau-
BOCTH.

Pabora nognepxana rpanrom PODU Ne13-01-00866.

[1] Egumos FO. C. Ilouck Bremneil u BuyTpenneil rpanuy, pasyKHoil 060-
JIOUKYU Ha M300pa’KeHUM IJ1a3a METOJOM IapHbIX rpagueHTtosB // Ma-
muHHoe obyuenue u aHaau3 ganubix, 2015 (B wewarw). T. 1. Ne 14,
jmlda.org/papers/doc/2015/JMLDA2015no14. pdf.
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Locating external and internal borders of the iris
in eye image by paired gradients method

Efimov Yury'x yuri.efimov@phystech.edu
Matveev Tvan® matveev@ccas.ru
'Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

To search for circular representations of inner and outer boundaries
of the iris, a method of paired gradients is used, which is a modifica-
tion of the Hough methodology [1]. Image is processed with Canny
filter and from the resulting boundaries, pairs of pixels are selected
which have high probability to belong to one circle. Selection criteria
and probability coefficients are introduced for reduction of number
of these pairs. The Hough transform uses two accumulators: the two-
dimensional isomorphic to the original image in which voting is done
by centers of segments defined by pixel pairs and one-dimensional
histogram of the diameters where lengths of these segments are col-
lected. Computational experiment is performed to check the efficiency
of the algorithm on data from the public iris image databases. Draw-
backs of the algorithm that may cause incorrect handling of some
of the input images are identified. Further analysis of the proposed
algorithm and increasing its stability are required.

This research is funded by the Russian Foundation for Basic Re-
search, grant 13-01-00866.
[1] Efimov, Y. 2015 (in press). Locating external and internal borders of

the iris in eye image by paired gradients method. J. Mach. Learn. Data

Anal. 1(14). jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.
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KombuHupoBaHne ogHOK/1aCCOBO LBETOBOM
cerMeHTauuu u ckenetnsaunn buHapHbIX
n3o0bpa>keHnii gasi 4eTeKTUPOBaHUSI KUCTU PYKN
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OCKBa, OCKOBCKUI (PUBUKO-TEXHUICCKUU UHCTUTYT
M , M yr (TY

B Gosibmom KosmdecTBe padOT, MOCBANIEHHBIX PACIO3HABAHUIO
ZKECTOB ¥ YIIPABJIEHUIO C UX IIOMOIIBIO PA3IMIHbIMU OObEKTaMU, BO-
IPOC JeTeKTUPOBAHUSA KUCTU PYKHU YeJIOBEKa B BU/IEOIIOTOKE OCTAETCA
3a Ipe/iesiaMu UCCIeJOBaHN, IOCKOJIbKY CeIMEHTUPOBAaHNE KUCTHU AB-
JISIETCS TOCTATOYHO TPYIHOW CAMOCTOATENbHOM 3amadeii. ClI0KHOCTH
ee pelIeHus 3aK/II09aeTCd B TOM, YTO PYKHU pa3iudaiorca 1o ¢gopme,
a KUCTb 4Y€JIOBEKA MMeeT OOJIbIIOe KOJIMYECTBO CTeleHeil CBOOOIbI.

CylecTByionye CranIapTHbIE METO/bl PEIICHIs, NCIOIb3YIOIIIe
BerauTanue (pOHA WM CErMEHTANNI0 KOXKU IO YPOBHIO B I[BETOBOM
npocrpancree HSV, xopomro paboraior B yCIOBHAX OTHOPOIHOIO
neusmensromerocs Goua. OJHAKO 10 Mepe ero yCJIOKHEHUS BbIIOJI-
HUTH CErMEHTAIUI0 CTAHOBUTCS [IPOOJIEMATUIHO.

B xome ucciemoBanuit ObL1 IPEIJIOXKEH METOJ, PelieHus 33/a49u
CerMeHTAIl! C MCIIOJIHL30BAHUEM OJIHOKJIACCOBOIO IMUKCETHLHOIO KJIac-
cudukaropa, pabdoraoriero B 1serosoM mpocrpancrse RGB [1], 4ro
TO3BOJIAET HAWTHU 00JIACTU, B KOTOPBIX IMOTEHIINAIBHO MOXKET HaXO-
JUTbCd KuCTh pykKu. s onpejienenus Toro, B KAKMX UMEHHO ObJia-
CTAX HAXOJUTCHA KUCTb, a KaKHe COAEpzKaTr LIyM, UCHOJIb3YeTCs CO-
TOCTaBJIEHNE C ODPA3IOM HA OCHOBE CKEJETHBIX IpadOB OMHAPHBIX
PaCTPOBBIX M300PaAYKEHMIA.

Pabora mnommepxkana rpanramu POOU 14-07-00527-a u 14-07-
31271-mo0m1_ a.

[1] Larin A., Seredin O., Kopylov A., Kuo S.Y., Huang S.-C., Chen B. H.
Parametric representation of objects in color space using omne-class
classifiers // Machine learning and data mining in pattern recognition /
Ed. P. Perner. — Lecture notes in computer science ser. — Switzerland:
Springer International Publishing, 2014. Vol. 8556. P. 300-314. http:
//link.springer.com/chapter/10.1007/978-3-319-08979-9_23.
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Combining of one-class color segmentation
and binary images skeletonization for hand detecting
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!Tula, Tula State University
2Moscow, Moscow Institute of Physics and Technology (State University)

There are a lot of works devoted to gesture recognition and control of
different objects with their help. However, the task of detecting the
human’s hand in the video stream remains beyond the research, be-
cause segmenting of the palm is a quite difficult independent scientific
issue. The complexity of its solution is based on a large number of
freedom degrees a human’s hand, its shape, and color differences. Ad-
ditional problems arise from the heterogeneity, varying backgrounds.

Existing standard methods use background subtraction or skin
segmentation by the level in the HSV color space. Most of them work
well in a homogeneous constant background. However, it becomes
difficult to perform its segmentation at the increasing complexity.

During the research, a method of resolving problem of segmenta-
tion via one-class pixel classifier that works in RGB color space has
been suggested [1].

Segmentation allows to find area in which the hand can be located
potentially. To determine which specific areas contain a palm and
which contain the noise, pattern matching based on the skeletal graph
of binary raster images has been used.

This research is funded by the Russian Foundation for Basic Re-
search, grants 14-07-00527 and 14-07-31271.

[1] Larin, A., Seredin O., Kopylov A., Kuo S.Y., Huang S.-C., and
Chen B. H. 2014. Parametric representation of objects in color space
using one-class classifiers. Machine learning and data mining in pat-
tern recognition. Ed. P. Perner. Lecture notes in computer science ser.
Switzerland: Springer International Publishing. 8556:300-314. http:
//link.springer.com/chapter/10.1007/978-3-319-08979-9_23.
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AHanun3 pe3y/bTaTOB OKOHTYPMBAHUSA JIEBOIO
Xeslygodka cepaua Ha axorpadunyecknx
n3o00pa>keHunsix y 340pOBbIX NALNEHTOB

C NOMOLLbIO aBTOMATN4YECKOro aaropntma
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IIpesunenra Poccun B. H. Enbiuna
2BerHfm IIermva, Memunuackue nHGOPMAITMOHHBIE TEXHOJIOTHH

O6cyKIATOTCs PE3yJIbTAThL IOCTPOSHUs TPAHMKIIL JIEBOI'O 2KETY09-
Ka Cep/la Ha, XOrpaduIecKoM n300paKEeHNN anuKaAJIbHON IeThIpex-
KaMEpHOI MPOEKINU CepAIla |Ye/JOBeKa 0Oe3 MaToJIOruil CepaedHoit
MBIIIIIBI C TIOMOIIBIO ABTOMATHIECKOrO AJITOPUTMA OKOHTYPHUBAHUS.
PaborocriocobnocTs nceme10BaHHOIO aJIrOPUTMA OATBEPK ICHA IKC-
neprubivMu oreakamu. IIpe/yiozxen Kkpurepuii, 103BOIAIOMIUN ABTOMA-
TUYEeCKU MACHTU(PUIUPOBATD KOHTYPbI [IPABUJIBHON U HEIIPABUJIbHON
dopwmbr. Ompesenenbr HATPABICHUS JAJIbHEHIINX UCCIEIOBAHNIN JIJIs
YILydIIeHnsT Ka9ecTBa OKOHTYpHUBaHus [1].

Pabora soinosnena npu dunancosoii nozgzgepxke @PI'BY «Pomnsy,
coJleficTBHUS PA3BUTHUIO MAJIbIX (DOPM LPEANPUATHI B HAYIHO-TEXHU-
4yeckoil ceper B pamkax rockourpakra Ne11475p/20975.

[1] 3rwsun B. B., ITopwmnes C.B., Botxosa A.O., Myxmapos A. A, Boo-
K06 B. B. AHanm3 pe3yJbTaToB OKOHTYDHUBAHUS JIEBOTO IKEJLYI0YKA
cepana Ha dXO0rpaduvecKux U300paKeHUdX y 340DOBBIX IAIHEHTOB
C HOMOWPBIO aproMarmdeckoro ajaropurma // Mammunoe obyuenue
n ananu3 gansbix, 2015. T. 1. Ne11. C. 1529-1538. jmlda.org/papers/
doc/2015/n011/Zyuzin2015Contouring.pdf.
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The analysis of results of the left ventricle contouring
using automatic algorithm on ultrasound images
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2Verhnyaya Pyshma, Medical information technologies

The features of automatic contouring of the left ventricle (LV) on

echographic sequences are discussed. The automatic algorithm con-

touring of the LV of the heart on frames, which contain the image of
the apical four-chamber projection of the human heart, is proposed.

The quality assessment of automatic contouring is obtained with com-

parison of expert contours and automatically generated contours. It is

shown that using parameters such as precision and recall traditionally
used in assessing the quality of information search, when comparing
expert and automatically generated contours, cannot obtain, ade-
quate from the physical point of view, assessments of the quality of
the automated algorithm. The study results in the kinematics of the
mass center of the LV region of the heart, which allowed to propose

a criterion for the automatic evaluation of the proper construction

of an LV contour on separate frames of the video sequence. Identi-

fied areas for further research are aimed at improving the quality of

contouring [1].

The work was carried out with financial support of Federal State-
Financed Establishment The Fund of Advancement of Small Enter-
prises in Scientific and Technical Sphere within the framework of state
contract 11475p/20975.

[1] Zyuzin, V., Porshnev S., Bobkova A., Mukhtarov A, and Bobkov V.
2015. The analysis of results of the left ventricle contour-
ing using automatic algorithm on ultrasound images. J. Mach.
Learn. Data Anal. 1(11):1529-1538. jmlda.org/papers/doc/2015/
noll/Zyuzin2015Contouring.pdf.
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Onpegaenernune 3epkasnbHoit cummertpun duryp
Ha OCHOBE Leno4YeK CKeseTHbIX NPUMNTNBOB

Kywnup Onecsa AnexcandposHax kushnir-olesya@rambler.ru
Cepedurn Oanez Cepzeesuy oseredin@yandex.ru

Tysa, Tynbckuil rocy1apCTBEHHBIN YHUBEPCUATET

Sajava onpe/esieHnst CAMMETPUN U HAXOXK/IEHUST MePbl CUMMET-
pUM HA [BETHLIX U HAPKOCTHBIX M300PAKEHHUAX XOPOIIO U3BECTHA
1 ODBIYHO PEIIAeTCs Ha OCHOBE OIPE/IeJI€HUs CUMMETPUHU OCODbIX TO-
gek. B To ke Bpems aHasormUIHAS 3a70a4a s OMHAPHBIX M300parke-
HUIl HE CTABUTCH, XOTsI aHaau3 (POpM M300parKeHuil MOKA3bIBAET, YTO
psiy oObeKTOB IIPHCYIa 3epKajibHas cummerpusi. Hanpumep, B 6uo-
JIOTMH TAKas CUMMETDPUs HA3BIBAETCH OMIIATEPAJIbHOMN, & 3€PKAJIBHO-
CHUMMETPUYHBIE BU/IbI, HAIIpUMED, 6aboukn, — Oumarepanamu. bosee
TOr0, CUMMETPU IIOHUMAETCS KAK II0KA3aTesb 3/10pOBbi BuI0B. Ha-
[IpUMeD, sIPKO BBIPAKEHHOE OTCYTCTBHE CHMMETPUN OuJiaTepasIbHbIX
JINCTHEB PACTEHHIT SIBJISIETCS NH/IMKATOPOM OTKJIOHEHHS YCIOBUA I1PO-
n3pacrtanus or HopMmbl. Ciie/l0BaTeIbHO, CYIIECTBYIOT IPUJIOKEHNUS
JUIs onpejiesienus cuMmmerpuu Gopm.

Meron cpaBHenus OMHAPHBIX M300paXKEHUH HA OCHOBE IEIMOYEK
CKEJIETHBIX [PUMUTHBOB, PEIJIOKEHHBIH B [1], MIPUMEHNM HE TOIBKO
JIJIs1 BBIYUCJIEHNSI MEPBI PA3Indrst (DUTYD, HO U JIJIsT OIIPEIeJIEHUST CHM-
Merpur (GOPMBI U MEPbI CUMMETPUIHOCTU. CKeleT CHUMMETPUIHBIX
(MM KBA3UCUMMETPUYHBIX) (DOPM TAKXKE CUMMETPUYEH, T.€. COCTO-
WT U3 CAMMETPUYIHBIX «IIPABOW» M «JIeBOil» dacreir. Ecim mocrpontsh
JIISL 9TUX 9aCTell NEelOYKH IPUMUTUBOB, 000 14 JIEBYIO IPOTUB 4aCO-
BOIl CTPEJIKH, & IIPABYIO — 110 YaCOBOM, TO MOJIYIUM OJMHAKOBbIE UJTH
[IOYTH OJ[MHAKOBBIE JIEBYIO U IIPABYIO MOJIIENIOYKH, MEpy CUMMeTPH-
HOCTH KOTOPBIX MOYKHO OIIPE/IEJUTH IIPU TIOMOIIH PaHee MPe/JIOZKeH-
HO# (DYHKIMHU CPABHEHUS I[EIIOYEK HAa OCHOBE [IAPHOIO BbIPABHUBA-
nus. CirleJjoBaresibHO, pemaercs IpodjeMa OnpeIeseHus Ha9aIbHON
¥ KOHEYHOH BepiiuH 00X0/a MpaBOil U JIEBOI YacTeil CKejeTa, KOTO-
pble Oy/LyT TOYKAMU MCKOMO OCH CHUMMETDHH.

Pabora nomyepxkana rpantamu POON NeNe 14-07-31271-mo01_a
u 14-07-00527-A.

[1] Kushnir O., Seredin O. Shape matching based on skeletonization and
alignment of primitive chains // 4th Conference (International) on
Analysis of Images, Social Networks, and Tests Proceedings. Springer,
2015 (in press).
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Reflectional symmetry of shape based on skeleton
chains of primitives
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The problem of symmetry extraction and symmetry measure calcula-
tion for gray-scale and color images is well-known. It is usually solved
using information about characteristic points of the image. Neverthe-
less, the same task for the binary images is not formulated despite
the fact that the range of shapes of real-world objects has the prop-
erty of reflectional symmetry. For example, this property is essential
for many plant leaves or butterfly species. Such species are known as
Bilateria in biology. Moreover, bilateral symmetry in biology is con-
sidered as the feature of healthy state. If the shape of bilateral leaves
deviates from the symmetry, it means that the environment condi-
tions differ a lot from the optimum. Above-mentioned facts prove that
there is a range of applications for the shape symmetry extraction and
measuring techniques.

The method for binary images comparison based on primitive
chains proposed in [1] can be applied not only to the shape matching
but also to the shape symmetry extraction and symmetry measure
calculation. The skeleton of symmetric (or almost symmetric) shape
also has symmetric property, that is, it can be divided into symmetric
“left” and “right” parts. Two chains of primitives can be found for
them by traversing right skeleton part clockwise and left part —
anticlockwise. These chains are equal or one is very similar to another,
they can be compared using pairwise alignment procedure proposed
in [1]. Thus, the start and the end skeleton vertices for the “left” and
“right” traversing have to be evaluated. These vertices are the points
on the symmetry axis, and the measure of “left” and “right” chain
parts matching is considered as the symmetry measure of the shape.

This research is funded by the Russian Foundation for Basic Re-
search, grants 14-07-31271 and 14-07-00527.

[1] Kushnir O., Seredin O. 2015 (in press). Shape matching based on skele-
tonization and alignment of primitive chains. 4th Conference (Interna-
tional) on Analysis of Images, Social Networks, and Tests Proceedings.
Springer.
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2HyIJ.LI/IHO, IIymuackuit ecreCTBeHHO-HAY IHBIA HHCTUTYT
Pecuuunbie mj0ckue 9epBu IJIaHAPUE 00JIATAI0T BBIIAIOITUMUCS

CIOCOOHOCTSIME K PEreHepaIud — OTPACTAHUIO YTPAIEHHBIX YACTei

TeJla, MocIe TMomepevHoil nepepe3ku. Habionenue 3a mporeccom pe-

refepanuy OCyIlIeCTB/IAeTCs 1IyTeM BUJIeOPerucTpaluy JBUKY eica

IUIAHAPUU B 1I0J1€ 3peHus MUKPOCcKotia. J1jis nu3amepenus cremnexnu pere-

Hepannu [1] BO3HHKaeT HEOOXOANMOCTH B HOPMAJIM3AINN H300paske-

HUil — BUPTYaJbHOM IPUBEJ/IEHUN TeJjla 4epBA B «PaCIPAMJIEHHOE>

nonozxkenwne. [IpeamaraeMbrit MeTO/T, OCHOBAHHBII Ha, TTOCTPOEHUH MO-

Jlesid TeJa, [JIAaHAPUM B BUJIE XKUPHOW sunuu [2], Britouaer B cebs

cjleJlyIolue aru:

— CerMeHTAllus — BbIJIEJEHUE TeJa JIAHAPUKA HA N300PaKeHNUH;

— IOJIyY€HUe Me/IUAIbHOIO IpeCcTaB/enus (POPMbI ILIIAHAPUY B BU-
Jie HeIIPEePbIBHOI'O CKeJleTa U Pa/MaibHON (DyHKINH;

— aNIpOKCHUMAIUA MeJINajbHOrO IPEeJICTaB/IeHNd IIJIAHAPUHN JKUPHO
KpuBOit Besbe;

— mapaMerpu3alus CPAHUIBI 00BEKTa — OMpee/IeHne JOKAJIHHBIX
KOOPJMHAT I'PAHULbl OTHOCUTEIbHO 2KUPHOU KPUBO;

— pacupsMJIEHHE OCH U COOTBETCTBYIOIIEe IIPe0dPA30BAHUE [PAHUIIBL
00beKTa.

Ha ocnose nopmasinzamyu n300parkeHus iaHapuu OLEeHUBAIOTCS Be-

JINYWHA U CKOPOCTH perenepanuu. KoppekTHocts u 3¢ddekTuBHOCTH

MeTO/a TOATBEPKAAIOTCA pe3yIbTaTaMi BbIYUCIAUTEbHBIX KCIEPU-

MEHTOB Ha OO0JIbINOH Da3e n300paKEHM.

Pabora nopnepkana rpanramu PO®IT Ne14-01-00716 u Nelb-
29-01135 u T'oczaganus Munucrepcrsa obpazosanus u nayku P®,
Ne2912.

[1] Tupac X.II., IIemposa O.H., Msaxuwesa C.H., Zees A.A., Acra-
nudu K. B. MuHuMu3amms morpenHocreil Mop@oMeTpun pereHepupy-
ouwx mwianapuit // @yHgamenranababe uccaeaosanust, 2015. Ne2. 1. 7.
C. 1412-1416.

[2] Mestetskii L.M. Fat curves and representation of planar figures //
Comput. Graphics, 2000. Vol. 24. No. 1. P. 9-21.
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Normalization of planarian images by fat curves
in biological studies
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Tiras Kharlampiy® tiras1950@yandex.ru
'Moscow, Lomonosov Moscow State University, Faculty of Computational
Mathematics and Cybernetics

2Pushchino, Pushchino State Institute of Natural Sciences

Ciliated planarians flatworms possess outstanding ability to regener-

ate — regrowth of lost body parts after cross-sectioning. Monitor-

ing the process of regeneration [1] is accomplished by moving video

recording planarians under the microscope. The normalization of im-

ages is necessary for measuring the level of regeneration. The normal-

ization is a virtual “straightening” of the worm’s body.

The proposed method is based on constructing a model of a pla-
naria body as a fat curve [2]. The fat curve is a family of circles
centered on a segment of a continuous smooth curve and radii of
circles are described by a smooth function of the curve point.

Solution of the problem involves the following steps:

— segmentation — extraction of the planarian body in the image;

— obtaining the medial representation of planarian shape as a con-
tinuous skeleton and radial function;

— approximation of the medial representation of planarian shape by
fat Bezier curve;

— parameterization of the object’s border — defining the local co-
ordinates of the boundaries with respect to the fat curve; and

— straightening the main axis of the skeleton and the corresponding
transformation of the object’s border.

The method of evaluation of the size and speed of planarian re-
generation is proposed for a normalized planarian image. Correctness
and efficiency of the proposed method are confirmed by the results
of computational experiments with a large database of images.

This research is funded by the Russian Foundation for Basic Re-
search, grants 14-01-00716 and 15-29-01135 and by the Ministry of
Education and Science of the Russian Federation, grant 2912.

[1] Tiras, H.P., O.N. Petrova, S.N. Myakisheva, A.A. Deev, and
K. B. Aslanidi. 2015. Minimizing of morphometric errors in planarian
regeneration. Fundamental Research 2(7):1412-1416.

[2] Mestetskii, L. 2000. Fat curves and representation of planar figures.
Comput. Graphics 24(1):9-21.
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Onpegenernne Bugnmoii obsiactn pagy>xku
K/1acCM(pPUKATOPOM JIOKaJIbHbIX TEKCTYPHbIX
NpPU3HaKOB

Coaomamun Hean Andpeesur'« ivansolomat@yandex.ru
Mameees Hean Anexceesur’ matveev@ccas.ru
'Mocksa, Mockosckmit busuko-rexnmaeckuit macruryr (I'Y)

2Mocksa, Boraucaurempsubiii nearp um. A. A. Joposuauupina PAH

PacnosnaBanme denoBeka 1m0 M300PazKEHHUIO PalyKHON 000104-
KM — aKTyajibHasg 3ajada B Omomerpudeckux cucremax. [Tomumo
BbIJIEJICHUS PAJLYZKKU KAK KOJIBIEBOH 00/IaCTH Uil [OBBIIIEHUST TOY-
HOCTH DACIO3HABAHUS OIPEIENAIOT 0baacTu 3areHenus (OJUKU, Be-
KU, DECHUIIBL U JIP.). 3a/1a49a BbIIEJCHUs 3AT€HEHUI DALy KKH MOKET
OBITH TTOCTAB/IEHA KaK KIACCH(DUKAIIS MAKCEIeH KOIbIeBOoil obmacTn
Ha JIBA KJlacca: «PaJly’kKKa» U «3areHenue». B KoubleBoit obiactu
OIIPEJILIIACTCH CerMEHT S ¢ MUHUMAJILHON JUCHEPCUEH SPKOCTH, KO-
TOpbLIN, KaK MPABUJIO, HE CONEPKUT 3areHeHuil (B maHHOW pabore
9TOT CErMEHT PACCMATPUBAETCH KAK 4aCTh BXOAHBIX TaHHbIX ). O0yda-
I0IT[ast BLIOOPKA KJlacca «PaJly?KKay 33/1aeTCsl [0 MUKCEJISIM ITOTO Cer-
menTa. Vcnosb3oBanue cekropa S it 00ydeHus: 1103BOJser u3be-
JKaTh UCIOJIb30BaHUA 00y YaIoNIell BBIDOPKH, PA3MEUYEHHON BPY YHY IO,
T. €. LOCTPOUTH LIOJIHOCTHIO aBTOMATUYecKuii Meros [1].

B pabore ncnomnb3yercst KiaccuduKaTop Ha OCHOBE MHOI'OMEPHOT'O
rayccruana, a B Ka9eCTBe IPU3HAKOB HUCIOJb30BAHBI SPKOCTh B TOYKE,
CpeHsAs APKOCTb B OKPECTHOCTH, CPETHEKBAIPATUIHOE OTKJIOHEHHE
SPKOCTH B OKPECTHOCTH M I5iTh KOMIIOHEHT JIMCKPETHOIO KOCHHYC-
HOro npeobpasosanus. I[lapamerpbr MeTO/1a ONTUMU3UPOBAHBL C IO~
MOIIBIO TEHETHIECKOr0 ajropurma. Pe3ynbrar padorsr kiaaccuduka-
TOpa MOBEepraercs MOPQOIOrnIecKOil MoCTOOPAOOTKE, ITO MO3BOJISA-
eT m30aBUTHCs OT ITyMa W CJIOKHOCTEH ¢ 00pabOTKOI yIACTKOB BEKA,
BHEIIHE CXOXKUX € paayzkKoil. B kadecTBe pyHKIUHU OMIUOKH UCITOb-
30BAJIACH CYyMMa OTHOCUTEIbHBIX OLIKMOOK IIEPBOrO U BTOPOIO POJIA.
Merox, peasmzosan B cucreme Matlab. Cpennee 3nadenue ynkiuu
omubku Ha, nzodbpaxkenusx w3 6a3pr CASIA cocrasmio 0,286.

Pabora moanep:kama rpanTom PODPIU Ne 15-01-05552.

[1] Conomamun HU. A., Mameees H. A. Oupenenenne BAAAMON 00/aCTH
paay)Ku KaaccuduKaTOPOM JIOKAIbHBIX TEKCTYDHBIX LPU3HAKOB //
Mamuntoe o0y4enue u aHanus ganubix, 2015 (B mewarum). T. 1. Ne. 14,
jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.
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Detecting visible areas of iris by qualifier
of local textural features
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'Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

A person recognition by the image of the iris is an actual problem.
To increase the accuracy of recognition, usually areas of occlusion
are detected in addition to locating of the iris as an annular region.
The problem of occlusion detection can be set as the classification of
pixels from annular region into two classes: “iris” and “occlusion.”
In the annular region, the segment S with minimum dispersion of
brightness is selected, which usually contains no occlusion (in this
article, this segment is not calculated and supposed to be a part of
the input data). The training set of class “iris” is set by local textural
features of the pixels from this segment. Using sector S as training
set lets to avoid using hand-marked training set and it means that
the method is automatic [1].

A classifier based on a multidimensional Gaussian is used and
the features are brightness, average brightness in the neighborhood,
the standard deviation of the brightness in the neighborhood, and
five components of the discrete cosine transform. Parameters of the
algorithm are optimized by a genetic algorithm. The morphological
postprocessing of the output of the classifier eliminates the noise and
helps to classify areas of the eyelid which are similar to the iris. Sum
of the relative errors of the first and second type is used as an error
function. The method was implemented in Matlab. The average value
of the error function at the images from the CASIA database was
0.286.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-01-05552.

[1] Solomatin, I., and Matveev I. 2015 (in press). Detecting visible areas
of iris by qualifier of local textural features // J. Mach. Learn. Data

Anal. 1(14). jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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LUndposoe mogenunposatune penbeda
C UCMOJ/Ib30BaHMEM OPTOroHasIbHbIX MNOJIMHOMOB

D popurncruti Ueopv Bacuavesuyux iflor@mail.ru
ITanxpamos Anmon Huxonaesuw pan@impb.ru

IIymuno, Uncruryr maremarudeckux 1upobsiem 6uonorun PAH

Maremarmdeckue acekThl udpPOBOro MOJEIUPOBAHUS peibeda
BKJIIOYAIOT MHTEPLOJAnuo tudposbix mozeeil soicor (LIMB), rene-
panuzamnuio n nogasaenne myma B [IMB, a Takxke pacdaer mopdo-
METPUYECKUX XaPAKTEPUCTHK HA OCHOBE BBIYUCICHUS YACTHBIX MPO-
MU3BOJHBIX BBICOTHI. DTHU MPOIEAYPhI TPAIAITMOHHO OCHOBAHBI HA, IUC-
sennoi odbpadorke IIMB — nuckperubix (hyHKIHI ABYX MepEeMEHHDBIX.

Apropamu pazpaboTaH ClEKTPAJbHO-AHATUTUIECKUIT METOJ, U aJl-
TOPUTM HA OCHOBE OPTOI'OHAJIbHBIX PA3JIOKEHUN BBICOKOI'O IOPAIKA
¢ UCIo/Ib30BaHneM MHOro4wIeHOB Uebbimésa I posa ¢ mocmemyrommm
cymmupoBanuem @eitepa. Merog u ajaroput™ mpegHA3HAYEHBI s
anajuTryaeckoit obpaborku [IMB, Bkio9ast riobasibHYIO ammpoKCH-
mvaruo HMB, rerepammsanuio n mogasaenne nryma B LIMB, a Takxke
pacder MOPMOMETPUYECKUX XAPAKTEPUCTUK HA OCHOBE AHAJIUTUYE-
CKOI'O BbIYUCJICHUS YACTHBIX POU3BOAHbBIX [1].

Jlia TecTUpOBaHUS METOJIa W aJITOpUTMa ucnoJb3oBasdack [IMB
Cesepubix Awnjg, sriaoudaomas 230880 Touek (Marpuna BbICOT
480x481). [ucbposble MO/IE/IU BLICOT ObLIN BOCCTAHOBJIEHBI C UCIIOJIb-
zosanuem 480, 240, 120, 60 u 30 koaddunuenros pazsoxenus. [lep-
Bbl€ U BTOPbIE YACTHBIE [IPOU3BO/IHDLIE BHICOTHL ObLIM AHAIUTUYECKU
paccuuranbr mo BoccranosiaeHHbiM [IMB. IlpousBogmbie 6buim mc-
[OJIb30BAHBI JIJIS pACYeTa MOJIeNeli TOPU30HTAIBHON KpuBU3HbI (ky,).
Cepust KapT BBICOTBHI U Kkp,, MOJY9IEHHBIX TSI PA3JIMIHOTO YUC/IA KO-
3 UIUEHTOB PA3I0KEHNS, XOPOIIO UJIJIIOCTPUPYET TeHEPATHIAIIIO
JIAHHBIX, [IO/IABJIEHUE IIyMa U yaasjeHue apredakros, IPUCYTCTBYIO-
mux B ucxoanoit [IMB. Pe3ynbrarbl TecTupOBaHUs MOKA3AINA BBICO-
KyI0 pabOTOCIIOCOOHOCTD Mpe/TaraeMoro Merofa u ajaropurma. OHu
MOTYT MPUMEHATHCA KAaK YHUBEPCAIbHOE CPEICTBO I AHAJIUTHYIE-
CKOil 00pabOTKY MAHHBIX B UPOBOM MOIEIUPOBAHUN Pebeda.

Pabora nognepxana rpanrom PODU Ne15-07-02484.

[1] Florinsky I. V., Pankratov A.N. Digital terrain modeling with
orthogonal polynomials // J. Mach. Learn. Data Anal., 2015.
Vol.1. No.12. P.1647-1659. jmlda.org/papers/doc/2015/no12/
Florinsky2015Terrain.pdf.
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Digital terrain modeling with orthogonal polynomials

Florinsky Igorx iflor@mail.ru
Pankratov Anton pan@impb.ru
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Mathematical problems of digital terrain analysis includes interpo-
lation of digital elevation models (DEMs), DEM generalization and
denoising, and computation of morphometric variables by calculation
of partial derivatives of elevation. Traditionally, these procedures are
based on numerical treatments of two-variable discrete functions of
elevation.

The authors developed a spectral analytical method and algo-
rithm based on high-order orthogonal expansions using the Cheby-
shev polynomials of the first kind with the subsequent Fejer sum-
mation. The method and algorithm are intended for DEM analytical
treatment, such as DEM global approximation, generalization and
denoising as well as computation of morphometric variables by ana-
lytical calculation of partial derivatives [1].

To test the method and algorithm, a DEM of the Northern Andes
including 230,880 points (the elevation matrix 480x481) has been
used. Digital elevation models were reconstructed with 480, 240, 120,
60, and 30 expansion coeflicients. The first and second partial deriva-
tives of elevation were analytically calculated from the reconstructed
DEMSs. The models of horizontal curvature (k) were then computed
with the derivatives. A set of elevation and kj, maps related to differ-
ent number of expansion coefficients illustrates well the data gener-
alization effects, denoising, and removal of artifacts contained in the
original DEM.

The test results demonstrated a good performance of the devel-
oped method and algorithm. They can be utilized as a universal tool
for analytical treatment in digital terrain modeling.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-02484.

[1] Florinsky, I. V., and Pankratov A.N. 2015. Digital terrain modeling
with orthogonal polynomials. J. Mach. Learn. Data Anal. 1(12):1647—
1659. jmlda.org/papers/doc/2015/n012/Florinsky2015Terrain.
pdf.
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MockBa, MOCKOBCKHII TOCYIapPCTBEHHBIN YHUBEPCUTET
nm. M. B. Jlomonocosa, ®akyasrer BMK

[ToscemecTroe pacupocrpanenue IJIAHIIETOB U CMAaPT(OHOB ecre-
CTBEHHBIM O0Pa30M CTHMY/IUPYET pa3pabOTKy HOBBIX CHCTEM OMO-
MeTpuYeckoil uaenTudukanum Ha uX ocHoBe. Hapsmy ¢ ormeuarka-
MU HAJIBIEB U PA/LyKHOM 000JIOYKOI 171a3a IPUMEHEHUE JIAI0HU JIJIs
paclio3HaBaAHUSA JIMIHOCTU YEJI0BEKA — HEPCIEKTUBHOE HAIIPABJIEHUE
B COBPEMEHHBIX IIPUKJIATHBIX 33/1a9aX. XapPaAKTEePUCTUKU MOOUIbHBIX
YCTPOCTB (BbIYUCAUTENbHAS MOLIHOCTh, KAECTBO KAMEPbI, BBICOKO-
CKOPOCTHbBIE LIPOTOKOJIbL CB3U) II03BOJILIOT PEAJIU30BATH PA3JIUUHBIE
BapUAHTHI APXUTEKTY PhI TPUJIOKEHNS [T UIeHTU(MDUKAINT TI0 JIaT0-
nu. Boibpannas rubpusnas cxema (pacuerbl Kak Ha yCTPOWCTBE, Tak
U Ha cepsepe) gaer cBoDO/LY B Pa3MELIEHUU LPOIPAMMHbBIX MOJLyJ1eil
7 0DeCIevnBaeT BHICOKUH YPOBEHb MHTEPAKTUBHOCTH MO OTHOIIEHUIO
K moJib3oBatesio. /lannas pabora MOCBsIIEHa U3BJIEUEHHIO TEKCTYD-
HbIX OCODEHHOCTEIl BHeIHEell CTOPOHbBI JIA/IOHU B 0DJIACTU KOCTSIIEK
MaJIbIIEB W UX UCIOJIb30BAHUIO JIJIS MOBBIIIEHNS KA9eCTBA WIeHTHMOU-
Kanuu (panee B nyOJMKAIMAX PACIO3HABAHUE ONUPAJIOCH Ha IPU3HA-
KOBOE OLIUCAHUE, U3BJIEKAEMOE UCKJIOUUTEJNbHO 110 (HOpMe JIaI0HMK).
®opMupoBaHUe MPU3HAKOB OCHOBAHO HA IByMepHOM (uibrpe [ado-
pa, BOJIHOBAsA CTPYKTYpPa KOTOPOI'O XOPOIIO COTJIACYETCSI C KOXKHBIMHU
ckyagKamMu Kocrsimek. Oraumauresibaas 9epra MpeJIaraeMoro MeTo-
J1a — paboTOCIOCOOHOCTh B PEAIBHBIX YCJIOBUSAX IKCIIyATAINN: aHA~
JIN3UPYETCs BUJIEOMOTOK C KAMEPbI MOOMILHOTO YCTPOMCTBA, BO3MOXK-
HA CbeMKa «C pyKu» (6e3 UCIOJIb30BAHUS IITATUBA), HOCTY ALK
Ka/Ipbl 00pabaThIBAIOTCS 3 T0JIU CEKYH/IbI. BhIaucImTe IbHbIN SKCITe-
PUMEHT HA MACCHBHOI 0a3e CHHMKOB IOJTBEDPXK/IAET MTPEBOCXO/ICTBO
1pe/iaraeMoro 6uMoIaIbHOIO METO/IA Ha/T UCIIOJIb30BABIINMCS PDAHEE
yHUMOAAJIbHBIM [1].

Pabora mognepxana rpaarom PODOU Ne 14-01-00716
[1] Chernyshov V. Efficient hand detection in client-server recognition

system // International Conference on Computer Vision Theory and

Applications (VISAPP 2015) Proceedings. Portugal: SCITEPRESS,

2015. Vol. 2. P. 461-468.
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The growing market of tablets and smartphones naturally leads to
developing new biometric systems based on mobile devices. Together
with fingerprints and iris, utilizing hands in modern applications of
identity recognition is a promising and challenging task. The charac-
teristics of mobile devices (computational power, camera quality, and
high-speed communication protocols) make it possible to implement
different architecture schemes for a hand-based recognition applica-
tion. Selected hybrid theme (calculations are done both on device
and server) provides a flexibility in arrangement of routines and also
gives a high level of interactivity for an end-up user. This work covers
the problem of features extraction from finger knuckle print regions
and using this description to improve identification quality (in the au-
thors’ earlier studies, only shape-based features have been employed).
The backbone of the proposed method is a two-dimensional Gabor
filter chosen because of similarity between its wave-like structure and
skin folds in knuckle regions. The key feature of the method is an
efficiency in real-life conditions: video sequence from a mobile cam-
era is analyzed, capturing may be done “from hand” (without using
tripod), and captured frames are processed for a fraction of a second.
The superiority of introduced bimodal method over the previous uni-
modal is proved by numerical experiment on a massive hand image
dataset [1].
This research is funded by the Russian Foundation for Basic Re-
search, grant 14-01-00716
[1] Chernyshov, V. 2015. Efficient hand detection in client-server recogni-
tion system. International Conference on Computer Vision Theory and
Applications (VISAPP 2015) Proceedings. Portugal: SCITEPRESS.
2:461-468.
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OueHunBaHne xapakTepa nocaegencTBnst CnydamHbix
TOYeYHbIX NPOLECCOB METOo4aMN MHOromacwTabHoro
KOpPENSALNOHHOIro aHaan3a

Anuyunepos Bauecnas Eezenvesurx antciperov@cplire.ru

Mocksa, IncturyT paoTeXHIKT U 7IEKTPOHUKHA

nm. B. A. Koresbuukosa PAH

Ob6cyxKaercst IPUMEHEHHE METO/I0B MHOIOMACIITAOHOIO KOppe-
JISIUOHHOIO AHAJIU3a K IPODJEeMe ONEHUBAHUS XAPAKTEPUCTUK K-
POKOIOJIOCHBIX MMILYJIbCHBIX IIPOIMECCOB ¢ HE3aBUCHUMbBIMU HHTEPBA-
JIAMH MEXKJIy MMILYJIbCaMu (TOYEYHBIX IPOILECCOB C OrPAHUYEHHBIM
nocaeneiicreuem) [1]. ITokazano, 910 st yCPETHEHHBIX MHOIOMAC-
mrabHbIX (KOHYCHBIX) TIPE/CTaBICHUIT yIAeTCs, eClai WCIOIb30BATh
TEXHUKY AHAJIUTHICCKUX CIHEKTPOB U, COOTBETCTBEHHO, METO/bI TE€O-
pun GYHKIEH KOMILIEKCHOI'O [IEPEMEHHOI0, CYIECTBEHHO YIIPOCTUTH
UX BHUJ. DTO 00CTOATEIHLCTBO CYIECTBEHHO O0JIerdaeT aHajIn3 3aBU-
CHMOCTH XapaKTEPHBIX OCODEHHOCTEH MpeCTaBICH I OT TapaMeTpOB
MOTOKA UMITYJIHCOB. K MOCIeHUM OTHOCITCS, HAIIPUMED, CPEIHSIS WH-
TEHCUBHOCTD, e BapuabeIbHOCTD, XapaKTep HOCae1efcTBUsd U JIp.

Ha ocHOBe BbISIBJIEHHBIX AHAJUTUYECKUX 3aBUCUMOCTEN IIPE/II0o-
JKEHO [MOCTPOEHUE COOTBETCTBYIONIUX OIEHOK 110 BBIOOPOYHDBIM JIaH-
HBIM — peajin3amysiM UMITY/IbCHBIX mporeccoB. Cpenn ciydaes, B KO-
TOPBIX Y/IAeTCs TPOBECTH AHAJUTHICCKUE BLIYUCIEHUS IO KBAIPATYD,
PACCMATPUBAIOTCH CJIydall CTAIMOHAPHOIO [TOTOKA M CJLyYail PE3KOro
U3MEHEHUsI CTAMOHAPHOCTH. DTH CJIydad MOJAEJUPYIOT JIBe KpaiiHue
CUTYAIMd — KBAa3UCTAIIMOHAPHOIO MOBEJIEHUsI [IPOLECCa U HePexo/i-
HOI peKuM.

Pabora mognepxana rpaaTom PODU Ne15-07-04378-a.

[1] Anyunepos B. E. OuenuBanue xapakTepa [IOC/IEIEHCTBH CJIydailHbIX
TOY€4YHbIX IIPONECCOB MeTOLaMu MHOFOM&CH.[T&6HOFO KOPpPeIdiiuOHHOIO
anasnsa // 2KypHaJr paapuosIeK TpOHUKY: 9JIeKTPOHHBLH Ky pHaJ, 2015.
Ne6. http://jre.cplire.ru/jre/jun15/8/text.pdf.
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Estimation of renewal point process aftereffect
characteristics on the bases of multiscale correlation
analysis methods.
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The application of multiscale correlation analysis to the problem of
evaluating the characteristics of wideband pulse processes with inde-
pendent intervals (point processes with limited aftereffects — renewal
processes) is discussed [1]. It is shown that for the averaged multi-
scale (cone kernel) representations, it is possible, using the technique
of analytic spectra and, accordingly, the methods of the theory of
functions of a complex variable, to simplify significantly their appear-
ance. The latter greatly facilitates the dependence of representation
characteristics on the process parameters such as average intensity,
its variability, character of aftereffects, etc.

Basing on the analytical dependences found, the paper suggests
a construction of the corresponding estimates formed by sampled
data — pulse processes realizations. Among the cases in which it is
possible to carry out the analytical calculation to the final quadra-
ture, the case of a stationary flow and the case of sudden stationarity
changes are considered.

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-07-04378-a.
[1] Antsiperov, V. 2015. Estimation of renewal point process aftereffect

characteristics on the bases of multiscale correlation analysis methods.

J. Radio Electronics 6. http://jre.cplire.ru/jre/juni5/8/text.

pdf.
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Hacrosiias crarbs Hallpap/ieHa Ha PELIeHUe 3314491 OLEHKHU I1apa-
METPOB JIBYX HEOPTOIOHAJIBHBIX PAIUOMMITYJIbCOB ([IEPEKPBITUE CIIEK-
TPOB KOTODBIX HE yI0BJeTBOpsier Kpurepuio Pajies). [Toayyenue pe-
LIEHUsT METOJO0M MAaKCHUMAaJIbHOI'O LIPABIONOA00MSA B JAHHDBIX YCJIO-
BUSX 3aTPY/AHUTEJIbHO, IIOCKOJbKY B 00JIaCTH HEOPTOIOHAJILHOCTU
sorapudyM DYHKIUKA IIPABIONOI00US UMEET CJI0KHYIO CTPYKTYpPY
(MHOKECTBO JIOKAJIbHBIX MUHUMYMOB) M PE3yJIbTaT €ro MUHUMU3a-
MU HeoJaHO3HadeH. B pabore mokazaHO, 9TO BO3MOXKHA MOJIEPHU-
3aIisi METOIa MAaKCHMAJILHOTO MPAaBIOMON00Ms 33 CUeT Mpeodpas3o-
BaHus (pyHKIMOHAJIA LIPABIOIOA00MS C YI€TOM CUCTEMbI YPABHEHUI
LIPABIOIOA00MSI, IPKA 9TOM PELLIEHUE 1I0J1y YAeTCsl eJUMHCTBeHHbIM. Mo-
JleJIbHBIE MCC/IEI0BAHU II0KA3a/l, YTO BO3MOKHO Pa3pelleHue JIBYyX
HEOPTOTOHAJIBHBIX PATUOUMITYIHCOB M OIEHKA UX ITapaMeTpPOB 70 3Ha-
genns kodddunuenta koppessiuu 0,9. Ilpu srom g coxpanenus
JIMCIIEPCUU OLUEHOK 11apaMeTPOB Ha IIPEzKHEM YPOBHE TPeOyeTcs 10BbI-
cuThb oTHoLeHue curnas/ym a7 4b. B pabore upusonurcs 060cHo-
BaHUE BO3MOXKHOCTU OLEHKM JUCIEPCUM LIyMa HEIOCPEACTBEHHO 10
BuIOOpKe maHubIX. OHa COBMAIAET CO 3HAUYCHHEM MTPEOOPA3OBAHHOIO
dbyHKIMOHANA TPABIONOIOOUSA B TOUKE TII00aIbHOIO MEHIMYMa [1].

Pabora mongep:xama rpaarom PO®U Ne 15-37-50902 1 KOHTpax-
rom N 02.G25.31.0058 or 12.02.2013 (Munobpuayku Poccuu).

[1] Baacosa K.B., Ilaxomumn B.A., Kavonckuti J.M., Kanayn J.H. Oue-
HHUBaHUE ITapaMeTPOB PaJUOUMITY/IbCOB METOI0M MaKCHUMaAJIBHOTO IIDAaB-
jononobus // MammaaOe 00ydenue u aHau3 faHubix, 2015 (B nevarn).
T. 1. Ne.14. jmlda.org/papers/doc/2015/JMLDA2015n014 . pdf.
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The present paper discusses the solution of a parameter estimation

problem for two nonorthogonal radio impulses (radio impulses are re-

ceived simultaneously and their nonorthogonality is established in the
frequency domain). Radio impulses are considered to be nonorthog-
onal if their spectral overlap does not satisfy the Rayleigh criterion.

Application of spectral analysis and the maximum likelihood method

do not allow to obtain a solution since the logarithm of the likeli-

hood function has a complex structure (many local minima) in the
nonorthogonality area and its minimization is ambiguous. It is shown
that it is possible to update the maximum likelihood method due to
the transform of the likelihood functional using likelihood equations.
As a result, a unique solution can be obtained and it is shown that
parameter estimate variances depend on the correlation coefficient
between signals and signal-to-noise ratio. Model investigations have
shown that it is possible to provide time resolution of two nonorthog-
onal radio impulses and to estimate their parameters if the correlation
coefficient does not exceed 0.9. To preserve parameter estimate vari-
ances, it is necessary to increase the signal-to-noise ratio by 7 dB.

Also, noise variance estimation was obtained using the given data

set [1].

The paper is supported by the Russian Foundation for Basic Re-
search (grant 15-37-50902) and by the Russian Ministry of Education
and Science (contract 02.G25.31.0058 dated 12.02.2013).

[1] Vlasova, K. V., Pachotin V. A., Klionskiy D. M., and Kaplun D.I. 2015
(in press). Estimation of radio impulse parameters using the maxi-
mum likelihood method. J. Mach. Learn. Data Anal. 1(14). jmlda.
org/papers/doc/2015/JMLDA2015n014. pdf.
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Mypwmanck, @T'BOY BIIO MI'TY

[Tenb ganHOrO COOOIEHNs — mpe3eHTarys Mororpaduu [1]. B mo-
KJ1aJ1e Oy/IyT IPe/ICTABIEHbl AJIOPUTMbI BCTPAUBAHMSA HU(DPOBBIX BO-
nsubix 3uakos (IIB3) B ayauocurnas ¢ yKazaHueMm UX CBH3U C KJIAC-
CUYECKUME METO/IAMM MATEMATUKH U MATEMATHYECKOI Teopueil pac-
MO3HABAHUS 00PA30B.

Apropsr [1] mpeAnpUHAINA MONBITKY CHCTEMATHYECKOTO H3JIOKe-
HUsl PA3JUMYHBIX ACIEKTOB TexHosoruit BecrpanBanus [IB3 B ayauo-
curnast. B HECKOIbKUX pasesiaXx aBTopbl OMKUChIBAIOT ODIIKME IPUHIIU-
bl creranorpadun, Boeasior serpauBanue [I1B3 kak onun u3 me-
TOZOB cTeranHorpaduu, anajgu3upyor obsactu npumenumoctu 11B3.
[Ipencrasiensr husndeckne u MCUXOMUIUOJTOTTIECKUAE ACTEKTHI BbI-
Oopa ayamoCurHaja B KadecTBe KOHTelHepa W O0DOCHOBAH BLIOOD
ayjauodopmara wav. ABTOpbL HpejjiaraioT TPU IPYLIbI METOIOB
BerpauBanus 1IB3, kaxgas u3 KOTOPbIX 00JIa/IaeT CBOMME [IPEUMY-
mecTBaMu U HemocTarkamu. OTpaskeHbl B3IJIAIbI aBTOPOB HA I€P-
CIEKTUBBI PA3BUTHUSI.

Ormerum cjemyIonue HAMpPABICHUS MEPCIEKTUBHOIO PA3BUTHUS
rexnosoruii BerpauBanus [IB3 B ayamocurnasibl: passurue JinHed-
HbIX, HEJUHEHHDbIX U [OMEXOYCTOWYUBBIX METOJOB, UCCJIEIOBAHHBIX
B Mounorpaduu [1]; pazsurue merogos serpausanus 1IB3 B peuesoit
CUTHAJI Iy TEeM BaAPUAIUHU TPOCOAMIECKUX TAPAMETPOB PEUHN; PA3BUTHE
CTEroaHaJn3a, OCHOBAHHOTO HA METO/aX TEOPUU BEPOATHOCTHA W Ma-
TEMATUIECKON CTATUCTUKH.

OrMedeHHble HePCHEKTUBHBIE 33/[a9d MOTYT ObITh KA4E€CTBEHHO
PEIIEHBI JIUIIb C UCHOJb30BAHUEM AJINeOPAMIECKON U CTATUCTUIECKON
TEOpPUHU PACIO3HABAHMSA 00PA30B.

[1] Iypun A.B., 2Kapxuz A. A., Hracmynos B. FO. Texnonorun Bcrpau-

BaHus IU(POBBIX BOASHBIX 3HAKOB B ayauocurHas / ITox obur. pes.

A A, ZKapkux. — M.: Topsauasa smnua Tesexkom, 2015. 116 c. http:

//www . techbook.ru/book.php?id_book=778.
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The purpose of this message is to present the monograph [1]. In the
report, algorithms of embedding of the digital water marks (DWM)
will be provided to an audio signal with specifying their connection
with classical methods of mathematics and mathematical theory of
image identification.

The authors of [1] made an attempt of systematic presentation of
different aspects of technologies of embedding of DWM in an audio
signal. In several sections, the authors describe the general principles
of a steganography, select embedding of DWM as one of steganogra-
phy methods, and analyze the areas of applicability of DWM. Phys-
ical and psychophysiological aspects of a choice of an audio signal as
the container are provided and wav audio format choice is shown to
be reasonable. The authors of [1] suggest three groups of DWM em-
bedding methods, each with the advantages and shortcomings. The
book reflects the authors’ understanding of development perspectives.

Let mark the following perspective directions of development tech-
nologies of embedding DWM in audio signals: development of the
linear, nonlinear, and noiseproof methods researched in the mono-
graph [1]; development of methods of embedding DWM in a voice
signal by a variation of prosodic parameters of the speech; and de-
velopment of the stegoanalyse based on the methods of probability
theory and mathematical statistics.

The outlined perspective tasks can be solved qualitatively only
with use of the algebraic and statistical theory of image identification.
[1] Gurin, A. V., Zharkikh A. A.; and Plastunov V. U. 2015. Technologies

of embedding digital watermarks in audo signal. Ed. A. A. Zharkikh.

Moscow: Telecom. 116 p. http://www.techbook.ru/book.php?id_

book=778.
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AHann3 BO3MO>XXHOCTEN MNCMOoJSIb30BAHUA TEXHOJI0T NN
data mining gns n3y4eHust C/I0XKHbIX CMTHAN0B
n cucrtem
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Mypwmanck, PI'BOY BIIO MI'TY

[IpencraBiensr Oa3oBble 3jeMeHTHbl TexHosorum data mining,
OCHOBHOE Ha3Ha4YeHUE KOTOPOH —— u3BJICYCHHME HOBDLIX 3HAHHUI us
HEKOTOPOro OObeMa JAHHBIX. TakzKe PaCCMOTPEHbI TPAIUIUOHHDLIE
[IOHATHUS CJI0ZKHOI'O CHUI'HAJIA U CJIO2KHOU cucrembl. B kagecTse ocHOB-
HOT'O TTapaMeTpa CJIOXKHOT'O CUTHAJIA IIPE/JIaraeTcs NCI0Ib30BaTh Oa-
3b1 curraja. OCHOBHBIM MOKA3ATEIEM CJIOKHOW CHCTEMBI SIBJISIETCS
HaJM4ue B Hel CJIeAyIoluX 3JeMEeHTOB: OJIOKOB BBOJA M BbIBOJA
nadopMaIun, yrupasiaeHus nadopmanueii u OJ0Ka MaMsITH, & TaK-
K€ COBOKYIHOCTH OJIOKOB BbIYUCJEHUS U IIPEOOPA3OBAHUA CUIHA-
J10B. B KawgecTBe BO3MOXKHBIX 00/1aCTell MpuMeHeHns Texuosoruii data
mining paccMaTpUBAIOTCSA 33,/1a9H OIeHUBAHIS (DOPMBI U TTAPAMETPOB
CJIOYKHBIX CUTHAJIOB, 8 TAKKE 3a/Ia9¥ OMPEISICHIS BUIA HEJTUHEHHOM
dyHKIINN B OJI0OKAX BBIYUCICHASA U IIPEOOPABOBAHUS CUCTEMDL.

Texnonoruu data mining moryr ObITb MCIOJIB30BAHBL JIJIA U3y e~
HUs U TPOEKTUPOBAHUS PATUOIIEKTPOHHBIX CUCTEM C PACITHPEHUEM
CIEKTPA CUTHAJIOB, ABTOMATHIECKAX CHCTEM QHAJN3d M CHHTE3d Pe-
91, KOMIIBIOTEPHBIX KOMIIO3UTOPOB U PA3JIUIHBIX 00HEKTOB U3 JIPY-
IUX IpeIMeTHDBIX obsacteit. s nx ncrnoabp3oBanms HeOOX0IUMO IIPO-
BECTH TAKOE KOJIMYECTBO [1PE/IBAPUTE/bHBIX SKCIIEPUMEHTOB, KOTOPOE
[IO3BOJIMT CO3/ATh 00yYalolLy 0 BEIOOPKY, & TAK2KE Pa3BUTUE MaTeMa-
THUYECKUAX MOJEJIe, aJrOPUTMOB, METO/IOB W IIPOIrPAMMHBIX CPEJICTB
JUI U3yYEeHUs U MPOEKTUPOBAHUS COOTBETCTBYIONINX OOBHEKTOB.

B wacrnocru, ucnosnp3zosanue data mining s u3ydenus cBOHCTB
CUI'HAJIOB U cucreM Tpedyer co3zanue 0a3bl JAHHBIX O HAapaMerpax
9TUX CUIHAJIOB U cucreM. Takxke HEOOXOIMMO DAa3BUTHE JIMHEHHDBIX
¥ HEJIMHEIHBIX MOJIE/Iell MAaTeMATUKN U COOTBETCTBYIOIIUX ITPOTrPaM-
MHBIX CDPEJICTB.

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Basic elements of the data mining technology are provided. The basic
purpose of these technologies is an extraction of new knowledge from
some data volume. Traditional concepts of a complex signal and com-
plex system are also considered. Use of basis of a signal is suggested
as the key parameter of a complex signal. The main index of a com-
plex system is determined by the following elements in it: information
input and output units, information control unit, memory unit, and
a set of signal computation and conversion units. Applications of the
data mining technologies tasks for estimation of the form and param-
eters of complex signals and also the tasks for type determination of
nonlinear function in the system conversion unit are considered.

The data mining technologies can be used for study and design
of radioelectronic systems with extension of a range of signals, auto-
matic systems of speech analysis and synthesis, computer composers
and different objects from other data fields. To use them, at first,
it is necessary to carry out such amount of preliminary experiments
which will allow to create the learning selection. The second prelim-
inary requirement consists in development of mathematical models,
algorithms, methods, and software for study and design of the appro-
priate objects.

In particular, the use of data mining for signal properties and
systems studies requires creation of a database containing param-
eters of these signals and systems. Also, development of the linear
and nonlinear mathematics models and the appropriate software are
necessary.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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Onucanbl pe3yabTaThl UCCIEIOBAHUI 10 CO3IAHUIO CUCTEMbI IIPO-
THO3WPOBAHUS, HAIIPABJIEHHON HA, MOBBIIIEHNE KAIECTBA YIIPABICHUS
IPY30BBIME JKEJIE3HOIOPOKHBIMU IePEeBO3KaMu. 3aa9a TPOTHO3UPO-
BaHUsI 00BHEMOB CIIPOCA Ha IPY30BbIe IEPEBO3KHU OblJIa TIOCTABIEHA J1J1sI
OIEPATHBHOIO ILUTAHUPOBAHUS [EPEBO30OK 110 UCTOPUIECKUM JTAHHBIM.
Haunubie cogepzkar nHMOPMAIKIO O JIaTe HOIPY3KU, CTAHIH OTIIPAB-
JIEHWSt, CTAHIIUU HA3HAYEHUs, KOJUIECTBE BATOHOB, KOTOPBIE [IPOIILIN
IO MAPIIPYTY, KO I'Py3a, PO/ BATOHOB, CyMMapPHBII BEC I'Py3a B TOH-
HaX U MPW3HAK MAPIIPYTHOW OTHpaBKu. Mojie/lb MpOrHO3UPOBAHUS
J10J2KHA (POPMUPOBATH IIPOIHO3 CLPOCA HA OTLPABJIEHUE,/ LIOIPY3KY
IPY30B € PA3JIOKEHUEM 110 IPYIIIaM IPY30B, POJAM BAIOHOB U CTAaH-
UMAM OTLPAB/IEHUs / HA3AYEHUS.

s pereHus TaHHOM 3a/1a9u OBLT MOCTAB/IEH W PEIMIEH P/l MO/~
3a/1a4, CBA3aHHBIX CO CrienuUKON MPUKIIAIHON 00IaCTH:

— OPEJIOZKEH AJTOPUTM  HEHAPAMETPUYECKOrO MPOrHO3UPOBAHUS;
[IPOIHO3bI BBITOJHAKOTCA O HAPAM CTAHIUI, ¢ y4€TOM TOLOJIO-
ruu cetn [1];

— IIOCTABJICHA 33,/1a494, BbIABJICHUS U UCCJIEI0BAHUS IK30T€HHBIX (haK-
TOPOB W XapaKTepa UX BUSHUS HA OOBHEMbI IPY30BBIX JKEJIE3HO-
JIOPOXKHBIX [IEPEBO3OK;

— IPEJIOZKEH CIOCOO COrTACOBAHUS HE3ABUCHUMBIX MPOIHO30B 00b-
€MOB I'DY30I1e€PEBO30K.

Pabora sommosmena npu (duHaHCOBON moamepkke MuHucrep-
crBa obpazoBanus u Hayku Poccuiickoit @ejepanuu (coruiamenue

NeRFMEF160414X0041)

[1] Tasusyasuna P. K., Cmenuna M. M., Cmpuorcos B. B. IIpornosuposa-
HEE 00BEMOB KeJIe3HOLOPOXKHBIX I'PY30IEePEeBO30K II0 apaM BeTok //
Cucremsr u cpeacrsa uadopmarnku, 2015. T. 25. Bem. 1. C. 142-154.
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The results of research aimed to create a forecasting system are re-
ported. The goal is to increase the quality of railway freight trans-
portation management. The forecasting problem has been formulated
for operative (short-term) transportation planning. The system out-
puts daily, weekly, or monthly forecasts in various ranges up to one
year. Historical data contain information on shipping date, origin and
destination stations, number of shipped wagons, freight type, wagon
type, total weight of shipped freight, and a transfer number. The sys-
tem must output forecasts with specification of freight type, wagon
type, and origin/destination stations.

To achieve this goal, the authors considered a number of subprob-
lems, associated with particularities of the application:

— a nonparametric forecasting algorithm has been proposed. The
forecasts are obtained for pairs of stations with respect to the rail
network topology [1];

— to further increase forecasting quality, possible exogenous factors,
which influence transportation demand, have been investigated.
This includes defining most influential factors and the way they
influence forecasted tom series; and

— amethod of reconciling independent forecasts with different spec-
ifications of freight type, wagon type, and origin/destination sta-
tions has been proposed.

The research was supported by the Ministry of Education and
Science of the Russian Federation, REMEFI60414X0041.

[1] Gazizullina, R.K., Medvednikova M. M., and Strijov V.V. Capacity
of railway cargo transportation forecasting. 2015. Sistemy i Sredstva
Informatiki — Systems and Means of Informatics 25(1):142-154.
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Pabora mocssiera akTyaabHON Mpob/ieMe aBTOMATHIECKOTO BOC-
CTAHOBJIEHUSI MTPOITYIIEHHBIX JAHHBIX IPHU YIHTPA3BYKOBOM KOHTDOJIE
PEeIbCOBOTO My TH, MPEMATCTBYIONUX CBOEBPEMEHHOMY OOHADY KEHUIO
J1ePEKTOB PesIbCoB. 3a/ia4a BOCCTAHOBJICHUSI [IPOIY IIIEHHBIX JTAHHBIX
dopmynupyercs B maHHON pabore Kak 3a/ad9a IMOUCKA COOTBETCTBY-
fomeit obslacTu Ha YIbTPa3BYKOBO# JedekrorpaMmMe IpeabLiyero
POX0Jia MO TOMY YK€ y9acCTKy. ABTOPBI yCOBEPIIEHCTBYIOT TPEJIJIO-
JKEHHBII UMW PAHEe METOJ, JejIas ero 00Jiee TOUYHBIM U CYIIEeCTBEHHO
0oJtee OBICTPBIM. DTO TOCTUTAETCH 3a CUET JIBYX OCHOBHBIX HOBOBBE-
JeHuil: BO-1epBbIX, IPUMEHEHU CLEelUaJlbHON TPEXOKOHHON MO/ie/1u
Js OBICTPO PUMEPHOIl JIOKAJIU3AIMK OIOPHBIX 30H OOJITOBOIO CO-
€/INHEHUs U, BO-BTOPBIX, IPUMEHEHUS CIEIUAJIbHON JIOKAJIbHO-TJIO-
0aJIbHOI ITPOIIEIY PhI MAPHOTO BhIpABHUBAHUS (DparMeHTOB 1edheKTO-
rpaMM I yTOYHEeHUs UX MojI0kenns. [Ipeiaraembrii o/1xo 1 mo3Bo-
JII€T OLPEJEIUTb HA JAedEeKTOrpaMMe MPEe/IbLIyIIero IPoxXoia M0J0-
KeHue 00J1acTH, COOTBETCTBYIONIEN IPOIYCKY HA TEKYIIEM I[IPOXO/IE,
€ TOYHOCTHIO OKOJIO 3,5 CM, 4TO ODEClIedYnBaeT BO3MOXKHOCTD yCIIeLll-
HOT'O BOCCTAHOBJICHUS MO Heil MPOMYIEHHBIX JaHHbBIX [1].

Pabora moanep:kama rpanTom PO®IU Ne15-37-50751.

[1] Yenpacos . H., Manenuwes A. A., Cyaumosa B.B., Kpacomxu-
na O.B., Mommav B. B., Mapkxos A. A. Boccranosjienue mpory-
IMEHHbIX JTaHHBbIX Ha YJIbTPA3BYKOBBIX ,Zl;e(i)eKTOI‘pa,MMa;X peIbCoOBOTO
LLyTH HA OCHOBE JIOKaJILHO-IVIOO0A/IbHOrO BbipaBHuBanug // Mammn-
Hoe oOydenwe u aHasiu3 faHHblx, 2015 (B mewarm). T. 1. Ne.12.
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf
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The damages on rails are exceptionally dangerous for the operation
of rail traffic. In this connection, during the last years, mobile ultra-
sonic defectoscopes are actively introduced to inspect rail tracks for
damages. These devices register reflected ultrasonic signals at defec-
tograms.

One of the actual problems of ultrasonic railway inspection is
presence of missing data, i.e., uncontrolled regions, taking place due
to a bad acoustic contact.

The paper deals with the problem of automatic recovering such
missing data on defectograms. Here, the problem of missing data
recovery is formulated as the problem of finding the respective region
at the defectogram from the previous ultrasonic inspection.

In this work, the present authors update their previous method,
making it more accurate and appreciably more fast one. It is possi-
ble due to applying two main innovations: (i) introducing 3-windows
model for fast approximate detection of positions of support bolt-on
joint areas and (i) applying special semiglobal warping procedure
for defectograms. The proposed approach allows to detect the area of
interest at the previous defectogram accurate within 3.5 cm and, so,
it provides the possibility to successful automatic data recovery from
the previous ultrasonic defectogram [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 15-37-50751.

[1] Cheprasov, D., Malenichev A., Sulimova V., Krasotkina O., Mottl V.,
Markov A. 2015 (in press). Recovering missing data on ultrasonic rail
defectograms via semiglobal warping. J. Mach. Learn. Data Anal. 1(12).
jmlda.org/papers/doc/2015/JMLDA2015n012. pdf.
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Crarba mocBsmeHa pa3pabOTKe WHTEJICKTYaIbHON WH(MOPMAIMOH-
HO TIOJICUCTEMBI MapPIIPY TH3AINH, TPEIHAZHAICHHON I yIpaBJIe-
HUs MOTOKAMU MAIMEHTOB MPU OKA3AHWH JIET€OHO- THATHOCTHIECKUAX
YCIYD B MEJIUMUMHCKOM yUPEXKJIEHUM. DTa I[OJACUCTeMa — OJMH U3
BazKHbIX OJIOKOB [ALUMEHT-OPUEHTUPOBAHHON HHTE/IJIEKTYAJIbHON CHC-
TeMbI yIPABJICHUS JIE€I€OHO-TMATHOCTUIECKUMU TTPOIIECCAMU B M€/~
[MHCKOM yupexkJennn (Ha npuMepe KJIMHUKU HeHpOXUpPYpPrudecKo-
ro npodusis). Ilo pesyabraraM HPOBEIEHHOH KOJIEKTUBHON MHOIO-
BapUAHTHON KCIEPTU3bI, PE3Y/IbTATAM MHTE/LIEKTYaJIbHONA 00paboT-
KU 3KCIEPTHBIX OLEHOK M MCIIOJIb3Ysl UMEIOIIMICs 3apyOezKHbBINA OIIbIT
B 9TOM HAalIpaBJIEHUHU, ObLiIK C(POPMYIUPOBAHBL OCHOBHbIE 110JIO2KEHUSL
KOHIICMIINY AANTUBHON MHTEJIEKTYaIbHON HHGMOPMAIMOHHON MO/~
cucreMbl MapripyTusamnmn [1].

Pabora sBbmosnena mnpu 9acTHIHON (PUHAHCOBON IOIEPKKE
PO®U, rpanrsr NeNe 13-07-12201, 13-07-00992, 14-07-00463 u 15-07-
06713.

[1] Zopogperox A. A., IHomanos A. A., Qepuascxut A.JI., HTuppun M. A.
Co3panue [HanueHT-OPUEHTUPOBAHHON MHTE/JIEKTYAJIbHOR CUCTEMbL
YIIpaBJI€eHUA He'{e6HO—I[I/IaI'HOCTI/I‘IeCKI/IMI/I oporeccaMd B KPYITHOM Me-
JUUMHCKOM yupezxaenun // Yupasienue pa3surueM KpyHLHOMACIITA0-
mprx cucrem (MLSD’2013): Mar-mer 7-it mexaynap. xomd. M: WITY
PAH, 2013. Tom 2. C.402-405.
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Paper is devoted to the development of intelligent information routing

subsystem designed to manage the flow of patients in the provision

of medical diagnostic services in a medical facility. This subsystem is
one of the important blocks of a patient-oriented intelligent control
of diagnostic and treatment processes systems in a medical facility

(on the example of the neurosurgical clinic). According to the results

of collective multivariate examination, the results of data mining ex-

pert assessments, and using the foreign experience in this direction,
the basic provisions of the adaptive intelligent information routing

subsystem concept have been formulated [1].

The research is performed under partial financial support of the
Russian Foundation for Basic Research, grants 13-07-12201, 13-07-
00992, 14-07-00463, and 15-07-06713.

[1] Dorofeyuk, A., Potapov A., Chernyavsky A., and Shifrin M. 2013. The
creation of patient-oriented intelligent control systems diagnostic and
treatment processes in a medical institution. Managing the Develop-
ment of Large-Scale Systems (MLSD’2013): 7th International Confer-
ence Proceedings. Moscow: ICS RAS. 2:17-22.
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Jlokanusauumst NCTOYHNKOB BMOMArHMUTHOM
aKTUBHOCTU MO3ra
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IIymuno, Uncruryr maremarudeckux 1upobdsiem 6uosorun PAH

[Ipegmaraercs MeTos KIacCu(PUKAIUE TUITOB aKTUBHOCTH TOJIOB-
HOrO MO3ra JJid JaHHbIX Maraurodunedanorpaduu (MBII). Ucrou-
HUKHU AHOMAJIbHONH AKTUBHOCTH KOPBI MO3Ia JIOKAJIU3YIOTCS HA OCHO-
Be mpuMeHeHusi OOOOIIEHHOrO CIEKTPAJBHOIO AHAJM3A B [IPOCTPAH-
crBe KO3 dunumentoB Pypbe pasioKeHUil MOy I€HHBIX CUI'HAJIOB 110
HaCTPaAMBAEMbIM OPTOrOHAJIBHBIM Dasucam. OOCyK1al0TCd OCHOBHBIE
MIPUHIIATIBL METO/A U PE3YJITATHI er0 MPUMEHEHNs K PEAJHHBIM 3aIlU-
csim MOT. Pesysibrarbl ucnonb3yorcs Takzke st pyHKIHOHATBHOTO
KAPTUPOBAHUS MO3Ia B HOPMAJIbHBIX U HATOJOIMYECKIX COCTOSHUSX.

NurepBajbl aHOMAJIBHOM ¥ HOPMAJIbHON AKTUBHOCTH MOLYT ObIThH
JIETKO WIEHTU(DUIINPOBAHBI BU3YaJbHO, €CJIU OHU OTJIMIAIOTCS IO
CpejHell aMIIUTY/Ie CUTHAJIA. B TpOTHUBHOM CiTydae BU3yaJibHbBIH aHa-
JIA3 He ABJIAETCH HAMEXKHBIM JJIsd UAeHTU(UKAINNA WHTEPBAJIOB, CO-
OTBETCTBYIONIMX PA3JIMYHBIM PEXKUMAM JeATeJbHOCTH. B arom ciy-
4ae THIl AKTUBHOCTU OIPEJIEIAETCs C MOMOIIBIO0 AHAJIU3A IPOCTPAH-
CTBEHHOH CTPYKTYPBI TIOJIs, KOTOPas CUJIBHO KOPPEIUPYET C KOJIHU-
9eCTBOM, MECTOIOJIOKEHNEeM ¥ OPUEHTAIMel TOKOBBIX MCTOYHUKOB,
OTBETCTBEHHBIX 33 MEHEPAIINI0 MATHUTHOTO MOJIA.

[IpegioxKeHHblii 1104X0/, ObLI IPOTECTUPOBAH HA JIAHHBIX, [1OJIY-
YEHHBIX HA KOHTPOJIBHON IPYIIEe 3J0POBBIX HCIBITYEMbIX M [PYIIIE
[MAIMeHTOB, cTpajaonux doge3ubio [lapkuHcona.

[IpenBapurenpHas 00pabOTKA, JAHHBIX C ITOMOIIBIO 0D0OIIEHHOTO
cnekrpaiabaoro Merozaa (leayc, MaxopTbix u JAp.,) MO3BOJIAET yia-
JIATh IIyM, BbLIEJSATb HEOOXOAMMBIH CHUIHAJ, ¥ BO MHOIUX CJIy4dasX
OIIPEJILJISAET YCIEX PEIIeHUs 3349 KIacCu(DUKAIUN U JIOKAJIU3AIUN
UCTOYHMKOB aKTUBHOCTU MO3ra [1].

Pabora mommep:kama rpantamn PO®U 14-07-00419 m 13-01-
00340.

[1] Makhortykh S. A. Sources localization for brain biomagnetic activity //

Rev. Appl. Phys., 2014. Vol. 3. P.25-28. http://www.seipub.org/rap/

paperInfo.aspx?ID=17562.
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Sources localization for brain biomagnetic activity

Makhortykh Sergeyx makh@impb.ru
Lyzhko Ekaterina lyzko@yandex.ru

Pushchino, Institute of Mathematical Problems of Biology of the Russian
Academy of Sciences

A method for classifying the types of brain activity in magnetoen-
cephalographic (MEG) signals is proposed. The sources of abnor-
mal cortical activity are localized by performing a generalized spec-
tral analysis in the space of Fourier coefficients of the expansions of
recorded signals in adaptive orthogonal bases. The basic principles of
the method are discussed and the results of its application to actual
MEG records are presented for functional brain mapping in normal
and pathological states.

Intervals of abnormal and normal activity can be easily identified
visually when they differ by the mean amplitude of the signal. Other-
wise, the dominant type of activity can be determined by analyzing
the spatial field pattern which correlates with the number, location,
and orientation of the current sources responsible for magnetic field
generation.

The proposed approach was validated against data derived from
a reference group of healthy individuals and a group of patients suf-
fering from Parkinson’s syndrome.

Data preprocessing by means of generalized spectral method (De-
dus, Makhortykh, et al.) allows to remove noise, highlight the desired
signal, and, in many cases, determines the success of the solution.
It uses a set of orthogonal bases so that spectral description can be
scaled down to fit a particular class of signals. In many cases, correct
source localization and model parameters estimates can be obtained
only after projection of the signal on the proper basic function. Also,
expansion coefficients can be used as features for the system control
and signal type recognition [1].

This research is funded by the Russian Foundation for Basic Re-
searh, grants 14-07-00419 and 13-01-00340.

[1] Makhortykh, S. 2014. Sources localization for brain biomagnetic
activity. Rev. Appl. Phys. 3:25-28. http://www.seipub.org/rap/
paperInfo.aspx?ID=17562.
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AHanu3 ctaguii aHecTte3nnm Ha OCHOBE OLEHKWU
3HTPONUN 3/1eKTPO3HUedanorpammbl

Hemupxo Anamonuti Iasnrosurwx apn-bs@yandex.ru
Kanunuuwenrxo Anexcandp Huxonaesu ank-bs@yandex.ru
Manuno JIrodmuna Anexceesrna lmanilo@yandex.ru

Caukr-ITerepbypr, Caukr-Ilerepbyprekuii rocyjapcrBeHHbLi
ssiekTporexuudeckuil yuusepcurer «JI9TI»

JLjist KOHTPOJIs 11y OUHBL AHECTE3UU [IPU XUPYPIrUIECKO Olepanuu
10 3ekrposnuedanorpamme (IIT') paspaboran anropurm, OCHOBAH-
HBIl HA COBMECTHOM KCIIOJIb30BAHUN AHAIU3A XAOTUIHOCTU CUTHAJIA,
aHaJIN3a YaCTOTHBIX XaPAKTEPUCTUK CUTHAJIA ¥ aHAIN3a creruduae-
ckuxX m3Menennit I, BO3HUKAIONINX B COCTOSIHUN AHECTE3MNN.

UccnenoBanme OCyIIECTBISAIOCh C HCIONb30BaHHEM Habopa pe-
asbblx 3armceit DI, CHATBIX B XOJe HPOBEJCHUs] XUPYPIUIECKUX
onepanuit. Tjist anam3a XaOTHIHOCTH CUTHAJIA [IPEJTIOKEHO UCIOJIb-
30BaTh AMMPOKCHMUPOBAHHYIO SHTPOIHUIO, MO3BOJISIONIYIO TOJIYIUTH
JIOCTOBEPHBIE OIEHKN MO OTHOCHUTEIHHO KOPOTKUM BBIDOPKAM.

Onpenenersr ONTUMAIBHBIE TTAPAMETPBI TIPOIETY PhI BBIYUC/IEHUS
AIIPOKCUMHUPOBAHHON SHTPOIUU € TOYKHU 3peHus uddeperiuanum
PA3JIMYHBIX COCTOAHUN AHECTE3UHU. YCTAHOBJIEHO, YTO HaubOJee WH-
¢dbopMaTUBHBIM YACTOTHBIM TAPAMETPOM SIBJISETCS OTHOCUTEIHHOE CO-
JlepKaHne HU3KOYACTOTHBIX COCTABJIAIONIAX CUTHAJIA B IHANA30HE
npenbra-pur™a, 9. IIpegoken KOJIMYIECTBEHHBIN MOKA3aTETb -
dekTa «BCIIECK—IIOAABIEHUE Y, XADAKTEPHOIO JIJisi COCTOsiHUS 11y 60-
KO aHeCTe3nu.

Paszpaboranbl HeJIMHEHAHbBIE TIKAJIBL U PELIAIOIIIE IPABUIIA, O3BO-
JISAIONTHE TIOJTy YU Th WHTErPAJIbHYIO OIEHKY ITyOUHbI aHECTE3UH, Kade-
CTBO KOTOPO# HE YCTYHAET JIy9lIuM MUPOBBIM PE3yJIbTaTaM, 9TO 03~
BOJISIET PACCMATPUBATD IIPE/IJIOKEHHBII METO/] KAK OCHOBY /Il CO3/1a~
HUS IPAKTUIECKOrO ajiropurMa anainsa 990 B Monuropax riyOunbl
anecre3uu [1].

Pabora mommepxxkama rpantamu POOU NeNe15-07-01790, 13-01-
00540 u 13-07-00721.

[1] Kalinichenko A. N., Manilo L. A., Nemirko A. P. Analysis of anesthesia

stages based on the EEG entropy estimation // Pattern Recogn. Image
Anal., 2015. Vol. 25. No. 4.
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Analysis of anesthesia stages based
on the electroencephalography entropy estimation
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For the control of anesthesia depth in the course of surgical operations
using electroencephalography (EEG), an algorithm based upon joint
use of signal randomness analysis of approximate entropy, analysis
of the signal spectrum, and analysis of EEG signal changes that are
specific to the condition of deep anesthesia has been developed.

A data set containing one-channel EEG records obtained in the
course of surgical operations was used for the examination. Over-
all duration of the EEG records was above 140 h. The approximate
entropy was suggested as an estimate of the EEG signal random-
ness taking into account the possibility of consistent estimates ob-
tained from the comparatively short data fragments. Optimal values
of the approximate entropy calculation procedure parameters were
determined from the point of view of various anesthesia stages differ-
entiation. It was established that relative part of the low-frequency
components belonging to the delta rhythm range represents the most
indicative frequency parameter. Quantitative estimation of the so-
called “burst—suppression” phenomenon that is specific for the state
of deep anesthesia was suggested.

Nonlinear scales and decision-making rules were developed to pro-
vide an integral index characterizing patients’ anesthesia depth. Com-
parison of the obtained results with the indications of commercially
manufactured anesthesia depth monitor BIS A-2000XP (Aspect Med-
ical) shows high degree of correlation that means that the suggested
method can be used as a basement for the development of new EEG
analysis algorithm for the anesthesia depth assessment devices [1].

This research is funded by the Russian Foundation for Basic Re-
search, grants 15-07-01790, 13-01-00540, and 13-07-00721.

[1] Kalinichenko, A.N., Manilo L. A., and Nemirko A.P. 2015. Analysis
of anesthesia stages based on the EEG entropy estimation. Pattern

Recogn. Image Anal. 25(4).
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B nacrosiiieii pabote perniaercst 3a/a4a paciio3HaBaHus CTPYKTYP-
HbIX MOTHBOB OE€JIKOB Ha [IPUMEDPE (v—(-yI'OJIKOB HA OCHOBE AHAJIUTU-
4eCKOI'0 OIMCAHUS OCHOBHOM 1enu OesIKOBOi ry100yJibl U CHEKTPAIb-
HOI'O METO/Ia PACIIO3HABAHUS [TOBTOPOB.

s mabopa CTpyKTyp ObLIN MOJIyYEHBI TPAEKTOPUU MOJIEKYJISAD-
HOM NWHAMUKHU JJI U3ydeHnd CTPYKTypHOU ycroitumsoctu. IIpose-
JIEH aHAJIU3 HAWIEHHBIX CTPYKTYP IO KOH(DOPMAIMOHHOMY MIAOJIOHY,
OXapaKTEPU30BAHHOMY IIPE/IE/IbHBIMU 3HAYEHUIMU YIVIOB HA KapTe
Pavagangpana. Kondgopmanuonupiit aHaan3 MOATBEPIUI YCTORIN-
BOCTb CTPYKTYD; MO3BOJIHJI PA3JEJNTh KJIACC CTPYKTYP C KOPOTKO
MepeTsKKOi u Oostee OOl caydail; moKa3aJ, 9T0 J9acTU IJIAHHBIX
Q-crupadeil, BbIXOAANUX 3a Hpesesbl rugpodoOHOr0 sdapa, MeHee
YCTOMYMBBI 110 CPABHEHHUIO C YACTAMU, BXOAAIUMU B rupododHoe
AJIPO YIOJIKA, YTO HPOABJISAIOCH B YACTHYHOM PACILIETAHUU U CAMO-
cObopKe crimpaJieil mpu coXpanennu o01ei KOHPOPMAIUY YTOJIKA; 03~
BOJIMJT OIIPEIE/ T 00JIACTH BO3MOXKHBIX (DIyKTyanuii KondopMaiun
CTPYKTYPBI U CTATHCTHYECKM ODOCHOBATH BHIOOpD rpanul] odjacteit
apamMerpoB MeToja pacuosHasanus [1].

Pabora nomzepxkana PODU, upoexrsr NeNe13-01-00340, 13-04-
00150, 14-07-31196, 14-07-00924, 15-29-07063.

[1] Pydwues B. P., Hankpamos A. H., Kyaukosa JI. H., Jedyc @. @., Tuzo-
noe JI. A., E¢pumos A. B. KoudopMannoHHbIl aHAJIN3 CTPYKTYPHBIX

MOTUBOB TUlla O—CQ-YI'OJIOK B BbIYUC/IMTE/IbHOM 9KCIIEDUMEHTE MOJIEKY-

nsipHOi nuuamuku // Maremarudeckas Guosiorust u 6uonndopmaruka,
2014. T. 9. Ne2. C. 575-584. www.matbio.org/2014/Rudnev_9_575.pdf
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In this paper, the authors solve the problem of recognition of struc-

tural motifs of proteins on the example of a—a-corners based on the

analytical description of the main chain of the protein globule and
spectral recognition method.

For a set of structures, there were obtained trajectories of molecu-
lar dynamics to study structural stability. The analysis of the found
structures is performed by the conformational pattern, which is cha-
racterized by the limited values on the angles on the Ramachandran
plot. Conformational analysis confirmed the stability of the structure;
allowed to split a class of structures with a short constriction and the
more general case; showed that long helices beyond the hydrophobic
core are less stable compared with the ones included in the hydropho-
bic core of corner that manifested itself in the partial unwinding of
the spirals and self-assembly while maintaining the common confor-
mation of corner; and allowed to determine the range of possible fluc-
tuations in the conformation of the structure and statistically justify
the choice of the boundaries of parameters of recognition method [1].

This research is funded by Russian Foundation for Basic Re-
search, grants 13-01-00340, 13-04-00150, 14-07-31196, 14-07-00924,
15-29-07063.

[1] Rudnev, V., Pankratov A., Kulikova L., Dedus F., Tikhonov D., and
Efimov A. 2014. Conformational analysis of structural motifs of a—a-
corner in the computational experiment of molecular dynamics. Math.
Biol. Bioinf. 9(2):575-584. www.matbio.org/2014/Rudnev_9_575.pdf
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ITKOJTa, SKOHOMUKH »

OnuceiBaercs HaOOP METOJIOB KJIACCU(DUKAIME U PACIIO3HABAHUS
00pa30B, MPeIHAZHAYCHHBIH /11 AHAIN3a KBA3UITEPUOINICCKUX OHO-
CUTHAJIOB MDY PEIIEHUN 33129 MeJIUIINHCKON THArHOCTHKY, KOTOPbIi
ObLT pean30BaH KaK allapaTHO-TPOrPaMMHbBIA KOMILJIEKC, 0Decre-
YUBAIOIIUN ChEM, KOJUPOBAHUE, 3AIIUCH B 0a3y JAHHBIX, BU3yal3a-
LUIO0 U MHTE/UIEKTYAJIbHBI AHAJN3 MHOIOHAPAMETPUYECKUX XAPaK-
TEPUCTUK KBABUIEPUOJAMYECKOIO OMOCUIHAJIA B PEXKUME DEAJHHOIO
Bpemenn. Paccmorpenne Beziercs Ha mpuMepe 00pabOTKH IMTyJIhCOBO-
ro CHrHAJIA JIy9eBOi aprepuu. ANmaparHO-MPOrpaMMHBIA KOMILIEKC
BKJITOYAET B ce0sl: JJATYUK CUIHAJA, YCTPORCTBO 0N POBKU AHAJIOIO-
BOI'O CHI'HAJIA U HPOIPAMMHOE obecriedernune, pa3paboOTaHHOEe aBTOPa-
mu na 6aze CodeGear RAD Studio. Anmaparno-iporpaMMHbIil KOM-
IUTEKC MTOKA3aJI CBOIO BBICOKYIO 3(M(MEKTUBHOCTD IIPY PEIIEHUN TPU-
KJIQIHBIX 33/1a9 MEIUIMHCKON IUArHOCTHUKY, B TOM 4uCIe Ha Oa3e
PE3YJIBTATOB aHA/IM3a PUTMUIECKON CTPYKTYPBI i (POPMBI IIYJIHCOBO-
IO CHUI'HAJIA JIyIeBOW aprepuu ObLIA peleHa 3a/1a9a paHHedl J1uartHo-
CTUKM apTepUaibHON ruilepren3un y jereil u noapocrkos [1].

Pabora BbINOJHEHA, NpU YACTUIHON (DUHAHCOBONW TMOIEPKKE
POOU, rpanTer NeNe 13-07-00229, 13-07-00992, 13-07-12201 u 14-07-
00463.

[1] Iywyx B.B., Jecosa A. A., Hopoperwr A. A., Kucenesa H. E. Anmapar-

HO-1IPpOrpaMMHOe 06eCHe‘{eHI/Ie METOJ0B aHaJIN3ad KBA3UIIEPDUOJIUICCKUX

GuocurHasios (Ha IpuMepe IyJIbCOBOIO CUrHAJIA Jiy4eBoil aprepun) //
Harauku u cucremsr, 2014. Ne8. C. 17-22.

Maremarudeckue MeToabl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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Methods of classification and pattern recognition

for the analysis of quasi-periodic biosignals in medical
diagnostics (on an example of radial artery pulse
signal)

Pokrovskaya Irina'x ivp750@mail.ru
Guchuk Vladimir' polma@bk.ru
Desova Aelita' adesova@mail.ru
Dorofeyuk Alexander'? daa2@mail.ru
Dorofeyuk Yuliya dorofeyuk_julia®mail.ru

'Moscow, Trapeznikov Institute of Control Sciences of the Russian
Academy of Sciences
2Moscow, National Research University “Higher School of Economics”

The methods of classification and pattern recognition for the analysis
of quasi-periodic biosignals in medical diagnostics are described. It
was implemented as a hardware-software complex (HSC), producing,
encoding, recording in the database, visualizing, and mining in real-
time of the biosignal multivariate quasi-periodic characteristics. The
consideration is carried out on an example of the radial artery pulse
signal processing. The complex includes: a sensor signal, device dig-
itizing the analog signal, and the software developed by the authors
on the basis of CodeGear RAD Studio. The HSC has shown its high
efficiency in solving applied problems in medical diagnostics, in par-
ticular, based on the results of the analysis of rhythmic structure and
form of radial artery, the problem of early diagnosis of hypertension
in children and adolescents has been solved [1].

The research is performed under partial financial support of the
Russian Foundation for Basic Research, grants 13-07-00229, 13-07-
00992, 13-07-12201, and 14-07-00463.

[1] Guchuk, V., Desova A., Dorofeyuk A., and Kiseleva N. 2014. Hardware
and software methods for the quasi-periodic biosignals analysis (the

radial artery pulse signal, as an example). Sensors Syst. 8:17-22.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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TexHonorus CO34aHNA aT/iaCa napunajibHbiX
CneKTpos OoTAes/10B roJioBHOro Mmo3ra 4eJsioseka

Puxyros Cmanucaas Jmumpuesurx rykunov@psn.ru
Onaawro Examepuna Cepzeesna oplachkoe@gmail.com
Ionsanun Andpet I'eopeuesun polyandroid@ya.ru
Yemunun Muzaua Huronaesuw ustinin@impb.ru

IIymuno, Uncruryr maremarudeckux 1pobdsiem 6uosorun PAH

[Ipetozken MeTo/; BbLIEIEHUS MAPIUAIbHBIX CIIEKTPOB AKTUB-
HOCTH T'OJIOBHOT'O MO3Ta 9eJIOBEKA M0 JTAHHBIM PEKOHCTPYKIUHU (hYHK-
[IMOHAJBHON CTPYKTYPBI MO3Ta, YeJI0BEKa Ha OCHOBE MarHUTOdHIIE(Da-
sorpadudeckux n3dmepenuii. [1oa mapruajbHbIM CIIEKTPOM B JAHHOM
pabore nonuMaeTcs MHOrOKaHAJIbHLIH ciiekTp Pypbe, HopoK 1aeMblit
UCTOYHUKAMU, PACIOJIOKEHHBIMU B OIIPE/IEIeHHON 00JacTu MO3ra.
Texnonorus BKJIIO9aeT B ceOs CAEAYIONIUE ITAIDL: TOCTPpOeHne (PyHK-
[IMOHAJLHON TOMOTPAMMBI IO JTAHHBIM MAaTrHUTHON dHIIEdaaorpadun;
CerMeHTalud MarHiTOPE30HAHCHOH TOMOTPAMMBbI I'0OJIOBBI KOHKPETHO-
ro cyObeKTa; co3Janue MAaCOK HA OCHOBE CEIMEHTAIMH U UX HAJIOXKe-
nue Ha (PYHKIMOHAJIBHYIO TOMOrpammy. Pe3yibrarom npumeHeHus
JAHHOI TEXHOJIOI'MU ABJIAIOTCA laplyaJjibHble CIEKTPbl aKTUBHOCTU
TFOJIOBHOI'O MO3I'a 4eJI0BeKa, COOTBETCTBYIOIIUE OIPeIeIeHHbIM aHa-
TOMWYIECKUM CTPYKTypaM. BbIIn mosydensl mapruaabHbIe CIIEKTPHI
TajIaMyca, MO3’KeYKa M 3aThLIOYHOH J0iu Mo3ra s 20 HabopoB
SKCIIePUMEHTAJIbHbBIX JaHHbIX. [IpocTpancrsentoe pa3perienue mosry-
YEHHBIX alJIACOB — He MeHee 3 MM, dacrorHoe — He mexee 1/300 I'm.

[Ipetaraemasi TEXHOJIOIUSA [MO3BOJIUT JI€JIATH BBIBOJBL O I[IPOMC-
XOXKJIEHUHN TeX WJIM WHBIX JeTajeil ClIeKTpa, a TaK:Ke BOCCTAHABJIH-
BaTh BPEMEHHOI psax dHIe(ATOrpaMMbl U3ydaeMOi 00/acTh MO3-
ra [1].

Pabora Bernotaena npu gactudauoi mopaepkke PODPU, npoekTor
14-07-31309, 14-07-00636, 13-07-00162 u 13-07-12183, a Taxzke nmpu
momzepxkke Ilporpammbr dbyHmamMeHTa bHBIX uccaeaoBannii [Ipesn-
mmyma PAH 43I1.

[1] Lilinds R. R., Ustinin M. N., Rykunov S. D., Boyko A.I., Sychev V. V.,
Walton K., Rabello G., Garcia J. Reconstruction of human brain
spontaneous activity based on frequency-pattern analysis of
magnetoencephalography data // Front. Human Neurosci., 2015
(in press).

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. Csersioropck, 2015 r.
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Technology to build the atlas of the partial spectra
of the human brain

Rykunov Stanislavx rykunov@psn.ru
Oplachko FEkaterina oplachkoe@gmail.com
Polyanin Andrey polyandroid@ya.ru
Ustinin Mikhasil ustinin@impb.ru

Pushchino, Institute of Mathematical Problems of Biology of the Russian
Academy of Sciences

The method for the extraction of partial spectra of human brain ac-
tivity, based on functional structure reconstruction from magnetic
encephalography (MEG) measurements, is proposed. In this stufy,
the term “partial spectrum” refers to multichannel Fourier spectrum,
produced by field sources, which are located in the particular com-
partment of the brain. Technology consists of the following steps:
computation of functional tomogram, based on MEG measurements;
subject’s brain segmentation; and generation of segment’s masks and
their overlapping with functional tomogram. The results of this tech-
nology implementation are the partial spectra of brain activity, cor-
responding to the brain anatomical structures. Partial spectra of tha-
lamus, cerebellum, and occipital lobe were calculated for 20 exper-
imental data sets. Spatial resolution of these atlases is 3 mm and
frequency resolution is 1/300 Hz.

The proposed technology will allow to draw conclusions about
origin of some spectral details. Furthermore, it will allow one to re-
store time series of encephalograms for particular compartment of the
brain [1].

The study was partly supported by the Russian Foundation for
Basic Research (grants 14-07-31309, 14-07-00636, 13-07-00162, and
13-07-12183) and by the Program 43 for Fundamental Research of
the Russian Academy of Sciences.

[1] Llinés, R.R., Ustinin M. N., Rykunov S.D., Boyko A.I., Sychev V.V,
Walton K., Rabello G., and Garcia J. 2015 (in press). Reconstruction of
human brain spontaneous activity based on frequency-pattern analysis
of magnetoencephalography data. Front. Human Neurosci.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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n3mepeHnii anekTpoaHuedasorpammeol,
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"Mocksa, Mucruryr MOTEXHUKHU U €K TPOHUKK
) y
unMm. B. A. Korenpaukosa PAH
2MOCKBa, MucTuryT BBICIIEN HEPBHONI AesSTEIPHOCTH U HEHPOQU3N0I0run
PAH
®Mocksa, Hayumsrit menrp mesposoran PAMH
O0CKBa, MOCKOBCKHII (DI3UKO-TEXHUICCKAI UHCTATYT
M , M yr (TY

Onucan HOBBIN METON aHAIN3d YACTOTHO-BPEMEHHOW TUHAMUKH
bOHOBOI IJTEKTPUIECKON AKTHUBHOCTH MO3Ta, C MOMOIIBI0 KOTOPO-
ro OOHApPYXKEHBI, IO MEHBINEH Mepe, TpW OCHOBHBIX MpU3HAKA 00-
aesun Ilapkuncona (BII) B panuneii craguu: (1) mexuosyapaas
ACHMMETPHUs IaCTOTHO-BPEMEHHBIX XapPAKTEPUCTUK JIEKTPOIHIEDa-
aorpammbl (9T') B ueHTPAILHBIX OTBEIEHUAX MOTOPHOI 30HbL KOPbL
rOJIOBHOTO MO3ra; (2) Bo3HUKHOBeHUE puTMa DI B ITUX OTBEJIECHUIX
B 4YacTOTHOM juanas3one 4—6 ['I 1 ero cBsi3aHHOCTH C JIEKTPOMHUO-
rpaMMaM¥ U MEXaHUIeCKHM TPEMOPOM KOHTPAJIATEPAIbHBIX KOHEY-
Hocreil upu gpoxarenabuoii popme BII; (3) ae3opranuszanus jomunu-
PYIOIIEro puTMa, COOTBETCTBYIONMAs OOIIUM MIPEACTABICHUAM O JI€3-
OpraHM3anny pas3andHbix cucrem mpu BIT [1].

Pabora nomgep:kana rpaurom PODU Ne15-07-07846-A u Ilpo-
rpammoii [Ipesumuyma PAH «®ysgaveHTaabHbIe HAYKW — MEIH-
TTHE >,

[1] Cywxosa O. C., I'nbosa A. B., Kapabanos A. B., Kepwmnep H. A., Oby-
zos K. 0., Obyzros FO. B. MeTom 9aCcTOTHO-BPEMEHHOTO QHAJIN3a COB-
MecTHBIX m3MepeHuit I, DOMI' u mexanuwweckoro Tpemopa mpu 00-
se3nu [lapkuncona // Hemuneitnpiit mup, 2015. Ne2. T. 13. C. 49-51.
http://www.radiotec.ru/catalog.php?cat=jril&art=16023.
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Applications: Medicine and Biology 215

A method of time-frequency analysis of joint
electroencephalogram, electromyogram,
and mechanical tremor signals in Parkinson’s disease
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'Moscow, Kotel’'nikov Institute of Radioengineering and Electronics
of the Russian Academy of Sciences
2Moscow, Institute of Higher Nervous Activity and Neurophysiology
of the Russian Academy of Sciences
3Moscow, Scientific Centre of Neurology of the Russian Academy
of Medical Science
“Moscow, Moscow Institute of Physics and Technology (State University)

A new method of analyzing time-frequency dynamics of background
electrical activity of the brain is described by means of which at least
three main features of Parkinson’s disease (PD) in the early stage
are detected: (i) interhemispheric asymmetry of the time-frequency
characteristics at electroencephalograms (EEG) in the central leads
of the motor area of the cerebral cortex; (i7) the emergence of EEG
rhythm in these leads in the frequency range of 4-6 Hz and its re-
latedness to the electromyograms and mechanical tremor of the con-
tralateral limbs in the tremor form of PD; and (iii) disorganization
of the dominant rhythm corresponding to the general ideas about the

disorganization of the various systems in Parkinson’s disease [1].
This research is funded by the Russian Foundation for Basic

Research, grant 15-07-07846-A and by the Program of the Presidi-

um of the Russian Academy of Sciences “Fundamental sciences to

medicine.”

[1] Sushkova O., Gabova A., Karabanov A., Kershner I., Obukhov K., and
Obukhov Y. 2015. A method of time-frequency analysis of joint EEG,
EMG, mechanical tremor signals in Parkinson’s disease. Nelineinyi Mir
[Nonlinear World] 13(2):49-51. http://www.radiotec.ru/catalog.
php?cat=jrill&art=16023.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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PekoHCTpyKLUMsi CNOHTAHHOW aKTUBHOCTU FOJIOBHOTO
MO3ra 4efsloBeKa Ha OCHOBe aHa/iM3a AaHHbIX
MarHuTHon 3Huedpanorpacdpunm B NpocTpaHcTBe
«4acTtoTa—naTTepH»
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IIymunao, UucturyT Mmaremarudeckux mpobsem 6uosmsoruun PAH

[Ipetozken HOBBI METOJ, AHAIU3A U JIOKAJIA3ANUK AKTUBHOCTU
TOJIOBHOI'O MO3Ta HA OCHOBE MHOTOKAHAJBHBIX MArHUTOIHIE]ATIO-
rpamM. Broimosasiercst npeobpasoBanne ®@ypbe € UCIOIB30BAHAEM
BPEMEHHbBIX PsA/I0B 33 BECh [IEPUO/] PEFUCTPAIMH, YTO IPUBOIUT K J1€-
TaJbHBIM MHOIOKAHAJbHBIM ciiekrpaM. JlasibHeiinnii anaius 1mo3so-
JIAET M[OJIyYUTb PA3JI02KEHUE YACTOTHBIX KOMIIOHEHT Ha (DyHKIHMO-
HaJIbHO WHBAPWAHTHBIE CYITHOCTH. MeTos, MOoJyduBIInil HA3BAHUE
«byHKIMOHAIbHAS TOMOTpadUsi», TO3BOIAET HANTH IPOCTPAHCTBEH-
HOE paCIIpeie/IeHne MCTOYHUKOB MArHUTHOIO TOJisA. Tpu OmHOBpE-
MEHHO AKTUBUPOBAHHBIX (DU3UUECKUX JUIIOJIA JOKAIUIYIOTCH C MUJI-
JIIMEeTPOBOH TOIHOCTDLIO. [Ipu n3yvennn maraurosunedasorpaduae-
CKUX JTAHHBIX JECATH KOHTPOJBHBIX CyObEKTOB OBLIO MOy YeHO MPO-
CTPAHCTBEHHOE pacipejieienne ajabda-puTMa € pa3perieHneM 3 MM.
Pesynbraramu npuMenenusi MeToma (PyHKIIMOHAIBHON TOMOrpadun
ABJIAIOTCH KaK OOIIMIl BUJ SJIEKTPUYECKON AKTHUBHOCTH MO3ra, TaK
U JleTajibHOE CIeKTPajibHOe onucanue ucrodnukos. Ilpu cosmect-
HOM HKCIOJIb30BAHUU C MArHUTOPE30HAHCHON ToMorpadueir stu pe-
3yJbTaTHl O0ECIEYMBAIOT JIOKAJU3ANUIO MCTOYHUKOB B aHATOMUYE-
CKOHt CcTpyKType Mo3ra [1].

Pabora spimonnena npu gacruaHoi noaep:xkke PODOU, mpoek-
1ot 14-07-31309, 14-07-00636, 13-07-00162, 13-07-12183, a Taxxke npu
noggepxkke [Iporpamvel dpyHIaMeHTATBHBIX nccienoBannit IIpesn-
mmyma PAH 43I1.

[1] Llinds R.R., Ustinin M. N., Rykunov S.D., Boyko A.I., Sychev V. V.,
Walton K., Rabello G., Garcia J. Reconstruction of human brain
spontaneous activity based on frequency-pattern analysis of magne-
toencephalography data // Front. Human Neurosci., 2015 (in press).

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBeryioropck, 2015 r.
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Reconstruction of human brain spontaneous activity
based on frequency—pattern analysis
of magnetoencephalography data
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Pushchino, Institute of Mathematical Problems of Biology of the Russian
Academy of Sciences

A new method for the analysis and localization of brain activity

has been developed based on multichannel magnetic field recordings.

A high-resolution Fourier transform is obtained over the entire record-

ing period, leading to a detailed multifrequency spectrum. Further

analysis implements a total decomposition of the frequency compo-
nents into functionally invariant entities, each having an invariant
field pattern. The method, called “functional tomography,” makes it
possible to find the distribution of magnetic field sources in space.

Concerning the dipole phantom, the method is able to localize three

simultaneously activated current dipoles with 1-millimeter precision.

Spatial resolution 3 mm was attained when localizing spontaneous al-

pha rhythm activity in ten healthy adults, where the alpha frequency

was specified for each subject individually. The method successfully
provides an overall view of brain electrical activity, a detailed spec-
tral description, and, combined with magnetic resonance imaging, the

localization of sources in anatomical brain space [1].

The study was partly supported by the Russian Foundation for
Basic Research (grants 13-07-00162, 13-07-12183, 14-07-00636, and
14-07-31309) and by the Program 43 for Fundamental Research of
the Russian Academy of Sciences.

[1] Llinés, R.R., Ustinin M. N., Rykunov S.D., Boyko A.I., Sychev V.V,
Walton K., Rabello G., and Garcia J. 2015 (in press). Reconstruction of
human brain spontaneous activity based on frequency-pattern analysis
of magnetoencephalography data. Front. Human Neurosci.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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2Mocksa, Boraucmurensupiii mentp uM. A. A. Joponmumsima PAH
3Mocksa, Meauuunckuii yae0HO-HAY YHBIA KINHUIECKUI EHTD

um. II. B. Manapbika

Texnonorust nHGOPMAIMOHHOTO AHAJIN3A, IJIEKTPOKAD/IUOCUTHA~
J10B, mpesgyiokenras B. M. YcnenckuM [1jisi TUArHOCTUKHU 3a00jeBa-
HUIl BHYTPEHHUX OPraHoB 1o 3Jjekrpokapauorpamme (DKI'), ocuosa-
HA HA KOJUPOBAHWK 3HAKOB IPUPAINIECHUI MHTEPBAJIOB U AMILIUTY/
R-nukos DKI' B CHMBOJIBHYIO HOCIIEI0BATEIBHOCTH (KOJOTPAMMY ).
B kagecrBe mpu3HAKOB /I pACHIO3HABAHUSA 3200/ I€BAHUI MCIIOJIB3Y-
IOTCSl 9aCTOTHI KOPOTKHX (hparMeHToB Komorpammbl. [IpemmrecTBy-
OIIHe UCCJIE0BAHNS IOKA3AIM, YTO JJIs KAXKIOI0 3a00JEeBAHUS CIIe-
nucuaen cBoit HAOOP wacTo BeTpedaromuxca ¢pparmenTos. llenbio
JIAHHOI PabOTDI SBJISIETCs [OBBIMICHIE KAIECTBA JIMATHOCTHKHY I1y TE€M
mo/100pa, CIIOCOOOB KOAMPOBAHUS U ONTUMU3AIMKA MOJEEH KJIaCcCu-
durarmu. [Ipesmaraevbie METOIbI CPABHIUBAIOTCSA C AHAJIU30M BapH-
abesibrocTu cepaednoro purma (BCP), ucnosb3yomum To1bKO arpe-
ruposannbie gannbie 060 RR-unrepsanax. IIpenmoxenst apdexrus-
HbIE METO/[bl OTOOPA MPU3HAKOB 33 BPEMsl, JUHEHHOE 110 JJIMHE Bbi-
OOpKU U YUCJIy MPU3HAKOB. DKCIIEPUMEHTHI TPOBO/IUINCH HA BHIOOPKE
u3 7541 obciienosannii ¢ auarno3amu o 19 3abosepanusy. CoBmecT-
HBIH yder BapuabeJbHOCTH WHTEPBAJIOB U aMiuTy mosbimaer AUC
HA TECTOBbIX JAHHBIX B cpeanem Ha 4%—5% 1o cpaBuenuto ¢ 18 crau-
gaprabivu napamerpamu BCP-amanusa. st orgenbHbix Oosie3Hei
To4HOCTb nuarnocruku gocruraer 98% no kpureputo AUC na recro-
Boif BBIOOPKE [1].

Pabora mognepxana rpantamu PODOU 14-07-31163 u 14-07-00908.
[1] Venewcewud B. M., Boponuyos K. B., Ieaws B. P., Bynakos B. A., Huw-
xuna 1. X. Texnosorug uadGOPMAIMOHHOIO aHAIN3A €K TPOKAP/IHO-

CUI'HAJIOB: CTATUCTUYECKAA IKCIIEPTU3a U 11yTHU COBEPUICHCTBOBAHU A //

Kiymamaeckas menumuaa, 2015 (B mevarn).

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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The comparison of the information analysis
of ECG-signals and the heart rate variability analysis
as techniques for the diagnostics of internal diseases
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The information analysis of the ECG signals is a machine learning
technique proposed by V. M. Uspenskiy to diagnose internal diseases.
It is based on the encoding of the sequence of RR-intervals and R-peak
amplitudes into a character string called a codegram. The frequen-
cies of n-character fragments (called n-grams or codewords) are used
as feature vector representation of each ECG-record. Previous expe-
riments show that each disease manifests itself by a high frequency
of specific codewords. Each frequent codeword describes a pattern
of heart rate variability specific for the disease. The purpose of the
present work is to improve the diagnostics accuracy by optimization
of encoding techniques and classification models. The diagnostic al-
gorithms are compared with the state-of-the art heart rate variability
(HRV) analysis based on the descriptive statistics of the RR-intervals
variability. Note that usual HRV-analysis uses only the RR-intervals
and never uses the amplitudes of R-peaks. The authors propose com-
putationally effective feature selection algorithm that finds diagnostic
patterns of variability with linear time complexity both in the sample
size and the number of features. For the experimental study, a dataset
of 7541 ECG records with known diagnoses of 19 diseases has been
used. The optimal classification model uses bigrams and a 6-character
encoding. It gives the average increase of cross-validated AUC by 4%
5% if compared with HRV-analysis based on 18 standard parameters.
For certain diseases, the cross-validated AUC reaches 98% [1].

The work is supported by the Russian Foundatio for Basic Re-
search, grants 14-07-31163 and 14-07-00908.
[1] Uspenskiy, V., Vorontsov K., Tselykh V., Bunakov V., and Ishkina Sh.

2015 (in press). Informational analysis of ECG signals: Statistical ver-

ification and ways of improvement. Klinicheskaya Meditsina.
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MapannenbHbie TeKCTbl B 3aga4e gewngposku
APEBHEPYCCKUX 3HAMEHHbIX NMeCcHOoNeHni
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I'yces Baadumup JImumpuesuy gusev@math.nsc.ru
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Tumxosa Tamwvarna Huxonsaesra titkova@math.nsc.ru

Hosocubupck, Uucruryr maremaruku um. C.JI. Cobonesa CO PAH

Jpesuepycckue nepkosublie necnonenns XI1I-XVII BB. upencras-
JIEHBI B 3HaMeHHO# (opme 3amucu. [Ipobiiema mepeBoga ux B HOTO-
JITHEHHYT0 (POPMY HOCHT JIemn(PPOBOYUHbIN XapaKTep U B OOIIEM CJIy-
4yae (Ipu OTCYTCTBUM y 3HAMEH IOMET, IOICHAIOIIUX WX EBYECKOEe
3Ha4YEeHUe) OCTaeTcsd OTKPbITOil. KomumuecTBo HEpOUnTaHHBIX [IeBYe-
CKUX KHUI' MCHHUCJIAETCH COTHAMU. TpyaHocTu nemudpoBKY CBA3aHbI
C MHOI'O3HAYHOCTHIO COOTBETCTBUS «3HAMS — HOTAY.

ABTOpPBI PA3BUBAIOT HOBBIN [MO/IXO/, K PEIIEHUIO TONH HPOOIEMBI,
OCHOBAHHBIN HA UCIOJIH30BAHNN JBO3HAMEHHUKOB — IT€BYECKUX KHUT
koHuma XVII—mnagama XVIII BB., 3anmucanHbIX B BHJIE TpPeX MapaJi-
JIeJIbHBIX (CHMHXPOHU30BAHHBIX MEXK/y CODOIi) TEeKCTOB: 3HAMEHHOIO,
HOTOJIMHEHHOIO U CTUXOTBOPHOLO (CTAPOC/IABAHCKOrO). AKIEHT J1e/1a-
€TCsd HA BbIABJIEHUE B TEKCTAX JIBO3HAMEHHUKOB IIOBTOPAIONIUXCH 1€~
[OYEK 3HAMEH, UHTEPIPETUPYEMbIX OJHO3HAYHO (MHBAPUAHTDI) WU
«ITOYTH OJHO3HAYHO» (KBa3MMHBAPHAHTHI).

Ha obyuaromiem marepuaJie IOCTPOSHBI 3JIEKTPOHHBIE CIIOBAPH WH-
BAPUAHTOB M KBAa3UMHBAPUAHTOB. PazpadoTan ajropurm Jemudpos-
KU [ECHOIIEHUI € HMCIOJIb30BAHUEM ITUX CJIOBApPEH. DKCIEPUMEHTbI
Ha KOHTPOJIbHOM MaTepuaJie [OKa3aJu, 4TO JaxKe 0e3 alesisginun
K CTPYKTYPHOI Opranm3aiiuu 3HaMEHHOTO PACIIEBA, YAAETC TTPABUIIb-
Ho nemmdposarh nopsaka 60%—70% 3HaMEHHOTO TEKCTA.

OcobeHHOCTAME [TOJIX0/A SABJISIOTCS: OOPA HA MHOTI'OKAHPOBbIE
JIBO3HAMEHHUKY I[1€PUO/Ia HAWBLICIIErO PACIBETA 3HAMEHHOI'O [IEHUs
u opueHTalnus Ha 06WwMil cayuail 6eciomernoit norauuu [1].

Pabora mognepxana rpaarom PODU Ne13-07-00400.

[1] Bazmymosa A. B., I'yces B. /., Mupownuuenxo JI. A., Tumkosa T.H.

ITapasutesbHabIe TEKCTH B 33/1a1e AemndpPOBKU IPEBHEPYCCKUX 3HAMEH-

ubix necuonenuit // Mawmunnoe 06y denue u anaius jganubix, 2015 (B we-
garu). T. 1. Ne.13. jmlda.org/papers/doc/2015/JMLDA2015n013. pdf.
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Parallel texts in the problem of deciphering of ancient
Russian Chant

Bakhmutova Irina bakh@math.nsc.ru
Gusev Viadimir gusev@math.nsc.ru
Miroshnichenko Liubovx luba@math.nsc.ru
Titkova Tatiana titkova@math.nsc.ru

Novosibirsk, Sobolev Institute of Mathematics of the Siberian Branch
of the Russian Academy of Sciences

The ancient Russian chants of the XII-XVII centuries are presented

in the neume writing form. The problem of chant translation into note

writing is of deciphering character and, in the general case (chants
without marks that explain their singing value), is not yet solved.

The number of “unreadable” ancient hymnals runs into the hundreds.

The difficulties of deciphering are connected with the polysemy of the

correspondence “neume-note.” The known examples of deciphering

are few in number, made manually, and refer to the certain hymn.

The authors develop a new approach to the solution of this prob-
lem using the dvoyeznamenniks of the XVII—XVIII centuries where
the chants are written in three (synchronized with each other) parallel
texts: in neumes, in notes, and in old Slavonic verses. The emphasis
is made on revealing in texts of dvoyeznamenniks repeating chains
of neumes that are interpreted either unambiguously (invariants) or
with admissible deviations (quasi-invariants)

On the basis of learning material, the electronic dictionaries of in-
variants and quasi-invariants have been constructed. The algorithm
of deciphering of neumatic notation using these dictionaries was de-
veloped. The experiments on the control material have shown that
these dictionaries provide the deciphering of 60%-70% of text.

The main features of the present approach are: use of dvoyezna-
menniks in different genres and orientation, in general, toward the
chants without special marks from the XVI-XVII centuries [1].

This research is funded by Russian Foundation for Basic Research,
grant 13-07-00400.

[1] Bakhmutova, I. V., Gusev V.D., Miroshnichenko L. A., Titkova T.N.
2015. Parallel texts in the problem of deciphering of ancient Russian
Chant. J. Mach. Learn. Data Anal. 1(13). jmlda.org/papers/doc/
2015/JMLDA2015n013. pdf.
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Perynsaipuzauns tematnyecknx mopgenen
B bubnmnoreke c oTkpbiTbiM KOgoM BigARTM
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m.dudarenko@gmail.com
'Mocxsa, Mockosckmii busuko-rexauaeckuit macturyt (1Y)

?Mocksa, Boraucmmrensupiii mentp uM. A. A. Jopommumpima PAH
3Mocksa, MOCKOBCKUIT IOCY JAPCTBEHHBIH yHUBEPCHTET

um. M. B. Jlomonocosa

AppuruBhas peryispusanus remarudeckux mozeseit (ARTM)
[IO3BOJIAET BbIABJIATH JATEHTHYIO TEMATUKYy KOJUIEKIUN TeKCTOBBIX
JIOKyMEHTOB, pellas HEKOPPEKTHO [IOCTABJIEHHYIO 3a/ady CTOXACTH-
YeCKOTO MATPUIHOTO pasjoxkenus. B oubnnoreke BigARTM, mocrymn-
HOU IO ajapecy bigartm.org, peajn30BaH OJHONPOXOJHBLIN mapaJ-
senbubit EM-anropury, npeBocxoadmniuii 1pyrue OubIn0TeK Mo Bpe-
MEHU BBIIOJHEHUS U 110 'UMOKOCTU KOHCTPYHUPOBAHUS TEMATUIECKUX
mojieseii. BigARTM nosBosisger, KOMOUHUDPYsI PEry/IspU3aTopbl, HO-
JIy4aThb TEMaTUYECKUe MOJENH C 33JaHHBIMUA CBOMCTBAMU.

PaccmarpuBaroTcss perysisipu3aTopbl IS MOBBIMIEHUS WHTEPIIPe-
TUPYEMOCTH T€M IIyTeM DPa3PEKUBAHUS, CTIAXKUBAHUA U TEKOPPEIIU-
poBaHus; ycrpanenus AyOjupyOnux u JINHEHHO 3aBUCUMBIX TEM; 110~
CTPOEHUHA MYJIBTUMO/IAJIbHBIX MOJEJel 110 MeTaaHHbIM O BPEMEHH,
aBTOPAX, [OJIb30BATE/AX, CCOUIKAX U JIPYIUX CBABAHHBIX C JOKYMEH-
TaMu O0BEKTAX; MOCTPOEHUS MYJIbTUSI3BITHBIX TEMATHIECKUX MOJIE-
JIeit JjIs KPOCC-SI3BIYHOTO MOUCKA; PA3IE/IEHUsT TeM Ha, COOBITUHHDBIE
¥ TIePMAHEHTHBIE; BBIIB/ICHUS] MEPAPXUIECKUX CBsI3eil MEXKIy TeMma-
MU; BbIJEJIEHAS TeMATUYeCKUX KJI04YeBbIX (ppa3; TeMaruveckoil cer-
MEHTAIINK TeKCTa. PaccmarpuBaercs obo0Iennas rueprpadobas Te-
MaTHUYIECKasd MOJIENb JIJis OIMUCAHUS COIMAIbHBIX CETEei, PEKIaMHBIX
ceTeil U PEKOMEHIATeIbHBIX CHCTeM. PaccMaTpuBaloTCs MTPUIIOKEHS
TEeMaTHIECKOr0 MOJIENPOBaHus [1].

Pabora nogaepxana POOU, rpanrer NeNe14-07-00847, 14-07-
00908 u 14-07-31176.

[1] Boponmnos K.B., ®peit A. 1., Amumes M. A. u xp. BigARTM: 6ub.uo-

TEKa C OTKPBITBIM KOJIOM /I TEMATUICCKOTI'0 MOJEC/INPOBaHUA 60J'H)H_II/IX

rekcrosbix kKosutekuuit // DAMDID, 2015.
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Regularization of topic models in BigARTM open
source library
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Suvorova Marina®

m.dudarenko@gmail.com
"Moscow, Moscow Institute of Physics and Technology (State University)
2Moscow, Dorodnicyn Computing Centre of the Russian Academy

of Sciences

3Moscow, Lomonosov Moscow State University

Additive Regularization of Topic Models (ARTM) reveals a hidden
thematic structure of a text collection by solving an ill-posed problem
of stochastic matrix factorization. The online parallel EM-algorithm
for ARTM was implemented in the open source library BigARTM
available at bigartm.org. BigARTM outperforms concurrent topic
modeling tools by both running time and flexibility of model con-
struction. BigARTM allows to produce topic models with the desired
properties by combining regularizers.

The authors consider regularizers for topic sparsing, smoothing,
and decorrelation that augments the interpretability of topics; topic
selection that eliminates duplicate and linearly dependent topics;
multimodal likelihood maximization that takes into account docu-
ment metadata such as time, authors, users, links, etc.; multilin-
gual topic modeling for cross-lingual information search; temporal
modeling that separates event topics and permanent topics; hierar-
chical modeling that induces relationships between topics and their
subtopics; and segmentation modeling that identifies thematically ho-
mogeneous fragments in a coherent text. Then, the authors consider
a hypergraph generalization of ARTM for joint modeling of text and
transactional data in social media, advertising networks and recom-
mender systems. Finally, experimental results are reported on several
applications of ARTM [1].

The work was supported by the Russian Foundation for Basic
Research, grants 14-07-00847, 14-07-00908, and 14-07-31176.

[1] Vorontsov, K., Frei O., Apishev M., et al. 2015. BigARTM: Open source
library for topic modeling of large text collections. DAMDID.
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Pemraercs mpobiema mocTpoenns W BepUDUKAINN HEPaAPXITIEC-
KUX TeMaTUdecKux Mozeseil Kpyuubix kKoHdepennuii. IIpemmnorara-
€TCst, 9TO TEMATHYECKas MOJIEb KOH(MDEPEHIMH U3MEHACTCH U3 TOJA
B T'OJ[ HE3HAYUTEILHO, YTO TO3BOJIAET (PUKCUPOBATH €€ MepapXmdec-
KYIO CTPYKTYPY ¥ KJIACCU(PUIUPOBATH HOBBIE AHHOTAIUH TOKJIAI0B.

g kmaccuduKaun HOBBIX AHHOTAIIMN BBOIUTCSA OMEPATOD Pe-
JIEBAHTHOCTH, PAHKUPYIOIIMH KJIACTEPbl HUKHEIO yPOBHS TEMATH-
YeCKOI MOJIe/ B HOpsi/Ke yobiBaHus cxogcrBa. CymiecTByonme Mme-
TOJBL OLEHKU CXOJICTBA MEXKJLYy JIOKYMEHTOM U KJACTEPOM HHUZKHEIO
YPOBHS HEPAPXWUN HE SBJIAIOTCS YCTOWYUBBIMU B CHUJIY HEOOJIBIIOTO
pa3mepa Kiractepos. /lobaBjienre HOBOTO TIOKYMEHTa, B KJIACTep MpU-
BOJMT K 3HAYUTEIIbHOMY U3MEHEHUIO €r0 TEPMUHOJIOTUIECKOrO COCTA
Ba M, KaK CJEJCTBUE, CXOJCTBA MEXKJY JIAHHBIM KJIACTEPOM U yKe
HAXO/AIIUMUCH B HeM JOKyMmeHTamu. lIpemiaraercd ucnosib30BaTh
MEPAPXUIECKYIO B3BEIIEHHYIO (DYHKITHIO CXO/ICTBA JOKYMEHTA U KJIaC-
Tepa, YIUTHIBAIONIYIO CXOACTBO JOKYMEHTA CO BCEMH €r0 POIUTE]Ib-
ckuMu Kjacrepamu. Becamu B 1anuOil (DyHKIME CXOICTBA ABJISIOTCS
3HAYCHUs] BAXKHOCTU TEPMUHOB U3 CJI0OBAPs KOJJIEKIMU, KOTOPBIE Bbi-
PaKATCs 9epe3 UX SHTPOIUI0 OTHOCUTEIBHO IKCIEPTHON KIacTepr-
3aIiK HA 3aJaHHOM ypOBHe mepapxuu [1].

JL71s OTIeHKY PEe3y/IbTATOB BBOJATCS IBA KPUTEPHUs KA4eCTBA OIIe-
paropa peseBaHTHOCTH. J[JIg MpPOBEPKHU Mpe/jTaraeMbIX aJrOPUTMOB
crpourcsd Temarndeckas mozeib koudepenmyun KEURO 2010 no ske-
neprabiM Mozensm kondepennuit EURO 2012 u EURO 2013.

Pabora nognepxana rpanrom PODOU Ne14-07-31264.

[1] Kysomun A.A., Adyenxo A. A., Cmpuorcos A A. Temaruueckast Kiac-
cudukanusg TE3UCOB KPYIHOU KOHMEDPEHIMH C HUCIOIb30BAHUEM IKC-

nepruoit mogesm // Mudopmanmonnsie rexuosornu, 2014, T. 6. C. 22—
26.
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Hierarchical thematic modeling of major conference
proceedings
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2Moscow, Dorodnicyn Computing Center of the Russian Academy
of Sciences

The aim of this study is to construct and verify a hierarchical the-
matic model of a major conference. Only a few themes of the confer-
ence change from one year to another. Here, previous conferences hier-
archical structures have been used to classify new abstracts of the up-
coming conference.

A relevance operator is suggested to classify new unmarked ab-
stracts (documents). It sorts the clusters of the lowest level of hierar-
chy according to similarity with the new document in the descending
order. There are several ways to calculate a similarity of a docu-
ment and a cluster of the lowest level of hierarchy using the term
frequencies of the document and the cluster. But adding a new do-
cument to such a cluster changes its term frequencies significantly. It
leads to significant changes of similarity values of this cluster and its
documents. A weighted hierarchical similarity function is proposed
to avoid this problem. It considers similarities of document and all
parent clusters of the lowest level cluster. Weights in this function
are the importance values of the terms from the collection dictionary.
Entropy-based approach is used to estimate these weights [1].

The proposed relevance operator is compared with its baseline
pseudorandom version using two proposed quality criterions. The sug-
gested method constructs a thematic model for the EURO 2010 con-
ference using the expert models for the conferences EURO 2012 and
EURO 2013.

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-31264.

[1] Kuzmin, A., Aduenko A., and Strijov V. 2014. Thematic classification

using expert model for major conference abstracts . Informational Tech-
nologies 6:22-26.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



226 IIpuiiokenus: aHaJIu3 TEKCTOB
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Bemukuit Hosropoz, Hosropoackuit rocy1apCcTBeHHBIN yHHBEPCUTET
Pa3paborka OTKPBITHIX TECTOB MPE/NOIaraeT HAKOILJIEHUE U CUC-

TEeMATU3AIUIO YKCIEPTHBIX 3HAHUM, WCXOHO MPEACTABIAEMBIX TEK-

cramu ecrecrBenHoro a3bika (ES). Uerounukom 3uanuii 3aech Oyuay

1yOJIMKAIME OTEYeCTBEHHBIX U 3aPyDEKHbBIX HAYYHBIX IIKOJI B BUJE

MonHorpaduii, 0630pHBIX crarei, TpyaoB KoHdepenruii u . 1. B pa-

00Te MpeJIOXKEH MEeTOJ MOWCKA B TEKCTOBOM Kopiryce ¢dbpa3, MaKCU-

MaJIbHO OJIM3KUX WMCXOMHON IO OMHUCHIBAEMOMY (DparMeHTy 3HAHUS

u dopmam ero BepaxkeHus B 3agannom Ef. B ocmoe merona Jre-

KuT pa3bueHue cJI0B UCXOIHOM (DPa3bl HA KJIACCHI [I0 3HAYEHUIO MEPHI

TF-IDF (term frequency —inverse document frquency) oranocuresnbHO

JIOKYyMEHTOB KOPILyCa Jjisl BbLJIeJIeHus 00IIeil jJeKcuku, 0becrednBaro-

meil chHOHUMUYecKre epudpasbl, a TakKe CJIOB-TepMuHOB. Koned-

HOI1 TIeJTHIO SIBJISETCS TMOUCK HAMDOJIee PAIMOHAIHHOTO [IJIAHA [EPeIa-

9H CMBIC/IA CPeACTBaMu 3a1aHHoro Ef Mexay sxcmepramu u o0yda-

embivu. OuHuM U3 6A30BbIX 3/€Ch CIIYKUT IIPEJIIOJOKEHUE O TOM,

410 npu Hajuduu nepudpas 3azaomas ux o0Iasd JEKCUKA HMeer

saadgenns TF un IDF, 0anskme cpempmm mo mcxommoit ¢ppaze. Cop-

tupys 1o yosBaruio TF-IDF, Hanbosree 3Ha9MMbIME BBIIEIAIOT TPH

KJTACCa, CJIOB: OJIM3KUX MAKCHUMAJIbHOMY, MUHIMAJIHHOMY U CPEIHEMY

3Ha4deHudAM yka3anuoil mepbt. Ilo pesynbraram Kiiacrepusanuu CjI0B

ucxonuoit ¢ppaspl 0rdbUpAIOTCH JOKYMEHTHL KOPILYyCA, OTHOCUTEIbHO

KOTOPbIX HAilZIeHO KakK MOKHO OOJiblie KJIACTEPOB I[PU MUHUMYME

Pa3HOCTH HAMOOJIBINErO U HAMMEHBINETO JHAMETPOB U MAaKCUMAJIbHO

BO3MOXKHOM YHCJIE€ CJIOB Kjacrepa. Pesysiabrupyiomue ¢ppa3br u3 Bbi-

JIEJIEHHBIX JIOKYMEHTOB BHIOMPAIOTCS 0 MAKCUMYMY CJIOB B TPEX HaW-

6ouiee 3nauumbix Kaaccax 1o TF-IDF [1].

Pabora noguepxkana PODI (upoexr Ne13-01-00055) u Munobp-

Haykn P® (6azoBas gacTb roc3aanust).

[1] Muzatinos /. B., Kosaos A.Il., Emeavanos I'. M. Bornenenue 3nanmit
" A3bIKOBBIX (1)OPM UX BBIPDa’KEHUA Ha MHOZKECTBE TEMAaTUYIECKUX TEK-
croB: moaxon Ha ocHose Mepsl TF-IDF // KomubiorepHas onruka,
2015, T. 39, Ne3, C. 429-438. www.computeroptics.smr.ru/K0/PDF/
K039-3/390319.pdf.
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TF-IDF metrics and formation of units for knowledge
representation in open tests
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Veliky Novgorod, Yaroslav-the-Wise Novgorod State University

Development of open form test assignments requires the accumulat-
ing and ordering an expert knowledge initially represented by natural-
language (NL) texts. The most natural knowledge source here will be
the scientific papers of highest rank scholars in appropriated topical
area. In this paper, the method to select in text corpora the phrases
closest to initial concerning the described fragment of reality or ex-
pressional forms for expert knowledge in given NL is suggested. This
method is based on clustering the vocabulary of initial phrase by TF-
IDF (term frequency —inverse document frequency) metrics relatively
to corpora documents with division between terms and general vocab-
ulary by means of which synonymic paraphrases can be formed. The
main practical goal here is to find the most rational plan to transfer
the meaning between experts and testees using the given NL. One
of the base assumptions here is that when paraphrases are present,
the general vocabulary which specifies them has the values of both
TF and IDF closest to average for initial phrase. Sorting the words
by descending values of TF-IDF, as the most significant three word
classes are selected: closest to maximal, minimal, and average value
of the given measure. The results of word clustering are the basis of se-
lection the corpora documents relatively to which the largest num-
ber of clusters were found at minimal difference between the largest
and the least values of cluster width and maximum of words in each
cluster. The resultant phrases from selected documents are chosen
according to the criteria of maximum of words related to three most

significant clusters by TF-IDF [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 13-01-00055, and the Ministry of Education and Science
of Russia (the basic part of the state task).

[1] Mikhaylov, D., Kozlov A., and Emelyanov G. 2015. An approach based
on TF-IDF metrics to extract the knowledge and relevant linguistic
means on subject-oriented text sets. Comput. Opt. 39(3):429-438. wuw.
computeroptics.smr.ru/KO0/PDF/K039-3/390319.pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015



228 IlpunoxkeHus: aHajan3 TEKCTOB

DHTpOoNuiiHbI perynsipn3atop otbopa tem
B BEPOSAATHOCTHbIX TEMAaTUYECKUX MOgensax

ITrasun Aaexcarndp Burxmoposuw'x alexander@plav.in
ITomanenxo Anna Aanexcandposna’ anya_potapenko@mail.ru

Boponuoe Koncmanwmun Bsauecaasosuuw'>?

voron@forecsys.ru
'Mocksa, Mockosckmit busuko-rexamaeckuit macturyr (I'Y)
2Mocksa, HIY «BpIcmras mrkosa SKOHOMUK

®Mocksa, Boraucmmrensupiii mentp uM. A. A. [Topommumpima PAH

B 3amagax MammHHOTO 00y Y€HNS BasKHBIM STAIOM DEITeHUs SABJIs-
eTCs OIpEJIe/IeHe CTPYKTYPHOrO mapamerpa mojenu. s perpeccun
7 KJIACCU(DUKAIIH — ITO TUCJIO UCIIOTb3YEMbIX IIPU3HAKOB, /I KJIaC-
TepU3aluu — YUCJIO0 KJIACTEPOB,, IJid MATPUIHOIO PA3JIOIKEHUST —
MIPOMEXKYTOYHAA PAa3MEPHOCTH MaTPHUIL WM YUCJIO IJIAaBHBIX KOMIIO-
HeHT. B BEpOATHOCTHOM TeMaTHYECKOM MOJEIUPOBAHUN KOJJIEKITH
TEKCTOBBIX JIOKYMEHTOB CTPYKTYDPHBIM ITapaMeTpPOM ABJIAETCH YUCJIO
rem. Or ero BbIOOpa 3aBUCAT TAKUE XAPAKTEPUCTUKU KAYecTBa TEM,
KaK MHTEePIPETUPYEMOCTD, COIJIACOBAHHOCTD, PA3IMIHOCTD.

[Ipenmaraercsa HTPONUNHBIN PETyaapU3aTOP, KOTOPBIM yAAJIeT
HamMeHee 3HAYUMbIE TEMbI TOCTEIeHHO B X0/1e ureparuii. OH mo3Bo-
JIgeT BEPHO OIpeJesiaTh 3apaHee M3BECTHOE YHUCIIO TeM JIJId CHUHTe-
Tru4ecKux KoJutekuuii. OHaKO Ha peaibHbIX JAHHBIX YeTKO OIIPE/le-
JINTh YMCJIO0 TEM, KaK HPaBuiio, He yjaercs. CraHjaapTHON MO/IEJIbIo
JJIg OLpedesieHnus YHUCIa TeM CUYATAETCS HepPapXudecKuil IIporecc
Jlupuxiie. DKCIepUMEHTHI MOKA3BIBAIOT, YTO B 00EUX MOJIE/IAX PE3YIIb-
TaT 3aBUCHUT OT MPOU3BOIHLHO BHIONPAEMOI0 3HAYCHIS TUIIEPIIAPAMET-
pa. Tem He MeHee, SHTPONMUIHBIN PETYAIPU3ATOP UMEET P TPEUMY-
IMECTB: OH B JECATKU pa3 ObICTpee, CBOOOIHO COYETAETCS C JIPYTH-
MH PEry/IsApU3ATOPAMUA U OIPEIEIsIeT UUCI0 TeM 00Jiee yCTOMIHBO
KaK B O/IHOM 3allyCKe, TaK M IPU HECKOJIbKUX 3allyCKaX U3 pa3jind-
HBIX HAJYaJIbHbIX npubiamxenuii. Kpome TOro, oH oYmimaer Momierb
OT JIMHEITHO 3aBUCHMbBIX TE€M U AyOJUPYIOMUX BJIOXKEHHBIX MTOITEM,
4T0 CLHOCODCTBYET LOBBILIEHUIO UHTEPLIpeTUupyeMocty Mojenu [1].

Pabora nognepxana rpanrom PODU Ne14-07-00908.

[1] Vorontsov K. V., Potapenko A. A., Plavin A. V. Additive regularization
of topic models for topic selection and sparse factorization // Statisti-
cal learning and data sciences / Eds. A. Gammerman, V. Vovle, H. Pa-
padopoulos. — Lecture notes in artificial intelligence ser. — Switzer-
land: Springer International Publishing, 2015. Vol. 9047. P. 193-202.
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Determining the model structure is an important problem in ma-
chine learning tasks. In regression and classification, the structural
parameter stands for the number of selected features; in matrix fac-
torization, it corresponds to the inner dimension or the number of
principal components. In this work, the probabilistic topic models of
text collections, where the number of topics is the parameter to be
chosen, are considered. This is an open problem essential for obtain-
ing well interpretable, coherent, and diverse topics.

The authors propose the entropy regularization criteria that re-
moves less significant topics at each iteration for additively regular-
ized topic model (ARTM). It is shown that the proposed approach
determines the correct number of topics for synthetic data. For real
data with unknown true number of topics, the entropy regularizer is
compared with the state-of-the-art Hierarchical Dirichlet Processes
(HDP) topic model. It is shown that the resulting number of topics
depends on an arbitrarily assigned hyperparameter in both methods.
Nevertheless, the present approach has several advantages: it is much
faster, it can be freely combined with other regularization criteria,
and it gives a more stable estimate for the number of topics both
from run to run and within one run. Furthermore, it is shown theo-
retically and experimentally that the entropy regularizer eliminates
excessive topics: linear combinations of other topics, duplicate topics,
and nested suptopics. Thus, the topic selection based on the entropy
regularization increases the interpretability of the topic model [1].

The work was supported by the Russian Foundation for Basic
Research, grant 14-07-00908.

[1] Vorontsov, K. V., Potapenko A.A., and Plavin A.V. 2015. Additive
regularization of topic models for topic selection and sparse factor-
ization. Statistical learning and data sciences. Eds. A. Gammerman,
V. Vovle, and H. Papadopoulos. Lecture notes in artificial intelligence
ser. Switzerland: Springer International Publishing. 9047:193-202.
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?Mocksa, Boraucmmrensupiii mentp uM. A. A. [Topomaumpima PAH

BepositHocrHas Temarudyeckas MOEIb TEKCTOBOU KOJLIEKIIUU
OIIMCHIBAET KAaXKJbIl JOKYMEHT [IUCKPETHLIM DAaCIpeIeleHneM Ha
MHOXKECTBE TeM, & KaXK/IyI0 TeMy — IUCKPETHBIM DPACIPEIeIeHIeM
Ha MHOXKecTBe TepMuHOB (c/10B uim (dbpa3). Uepapxuueckas remaru-
qecKas MOJIENIb — 9TO MHOTOJOJBLHBIN OPHEeHTHPOBAHHBIA rpad TeM,
B KOTOPOM KAazKJas JIOYEPHSIA TEMA SBJIAeTCs Clienuau3anueil poiu-
TeJIbCKON TeMbl. Temarudyeckue mepapxuu UCIOJIb3YIOTCH I KaTe-
TOPU3AIU TEKCTOB, CHCTEMATH3AINN U BU3YAJIU3AIMH DOJIBIINX KOJI-
JleKIuii. 3a/1a9a aBTOMATUIECKOrO MOCTPOEHUS W OICHUBAHUS TEMa~
TUYECKUAX MEPAPXUl CINTAETCS OTKPBITON HAYJHON TPOOIEMOii.

B nammoit pabore mpejjiaraercs HUCXOAAIUN METO/I MOCTPOEHU S
UepapXuu, OCHOBAHHBII HA ad0UMUEHOT pezysspu3ayuy memamuye-
cxoti modeau (APTM). Ilpeasaraercs HECKOIIbKO BADUAHTOB Uepap-
XUYIECKOTO PEryIsapu3aTopa, CBA3BIBAIONIErO POIUTEIBCKIE U JO9€p-
HU€ TeMbl MEXK/y YPOBHAMHU W JOITyCKAIOIIWI MHOYKECTBEHHOE Ha-
caenoBanue TeM. JlonosiHuTenbHbIe Perysisipu3aTopbl Pa3peKuBaHusd,
CIVIAXKUBAHUSA U JEKOPPEJIUPOBAHUS YLy YlIAI0T HHTEPIPETUPYEMOCTD
TeM ¥ II03BOJIAIOT BbIJIEJATH ODIILYIO JIEKCUKY KaxK/10il BHyTpeHHEi
BepmuHbI nepapxun. Vlepapxus CTPOUTCH aBTOMATHYECKH, YPOBEHb
3a YpOBHEM. DKCIEPT 33/aeT YUCIO YPOBHEM, CTAPTOBOE YUCJIO TEM
Ha KaXKJI0M YpOBHE U KO3 MUIMEHTHI PEryIapU3aliun.

OKcrepuMeHTbl Ha Kosutekiuu 850 crareil Hay9IHBbIX KOH(MEpeH-
uuit MMPO u TOU 3a nocieguaue 6 jier moKa3a1l, 970 UHTEPIPETH-
PyeMOCTb MepapXuu CYILIECTBEHHO YJIyYIIAeTCsd [PU UCIOJIH30BAHUU
MyJIbTUTPAMMHBIX TepMUHOB. Beb-unrepdeiic nepapxudeckoit Mmo/ie-
JIM JIOCTYIIEH 110 aJipecy http://explore-mmro.ru.

Pabora nognepxana PODU, rpant Ne 14-07-31176.

[1] Yuprosa H. A. Uepapxuaeckas aJAUTUBHO PEry/IAPU30BAHHAL TEMATH-

JecKast MOJEJIb KOJUIEKIIUU HaydHBIX TekcToB // MamunHoe 00y4eHue

u aHasu3 gaHHbX, 2015 (B meuarn).
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Probabilistic topic model describes a text collection by document-
wise probability distributions over topics and topic-wise probability
distributions over terms (words or key phrases). Hierarchical topic
model organizes topics as an oriented multipartite graph where each
child topic describes a specialized part of the parent topic termino-
logy. Topic hierarchy is used for categorization of texts, navigation,
visualization, and exploratory search. Fully automatic construction
and evaluation of topic hierarchies of large text collections are consi-
dered to be an open question.

In this work, the authors propose a top-down approach to build-
ing topic hierarchies, based on additive regularization of topic models
(ARTM). Hierarchy is built level by level. Several variants of a hierar-
chical regularizer are proposed to connect topics between levels and
to determine the number of topics at each level. This hierarchical
regularizer supports multiple parents per topic. Sparsing, smooth-
ing, and decorrelation regularizers improve topic interpretability and
separate a background parent topic terminology from a more spe-
cific child topic terminology for each inner node of the hierarchy.
The hierarchy is built automatically; an expert specifies only number
of levels, starting number of topics on each level, and regularization
coefficients [1].

Experiments on 850 papers collection of MMPR, and IIP pro-
ceedings from 2007 to 2013 show that the hierarchy interpretability
significantly improves when multigram terms are used. The MMRO—
IIP hierarchy is available at http://explore-mmro.ru.

The work was supported by the Russian Foundation for Basic
Research, grant 14-07-31176.

[1] Chirkova, N. 2015 (in press). Hierarchical additively regularized topic
model of scientific document collection. J. Mach. Learn. Data Anal.
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[To mepe pocTa MOIy/IAPHOCTH CATOB 00bABJICHIIT CIIEIUTD 38 Ka-
9eCTBOM WX KOHTEHTA CTAHOBUTCH BCE CJIOKHee. dem OoJibie moKy-
nareseil, TeM IIPUBJIEKATEIbHEe CTAHOBUTCH PECYPC JJis 3JI0YMbIIil-
JIEHHUKOB, 2KEJIAIOIIKUX PA3MECTUTh 3AIPEINEHHbI KOHTEHT, U JIJIsd
MIPOJIABIIOB, CTPEMSAIINXCS MPOABUHYTH CBOI TOBAp MyTEM CO3/TAHUS
MHOTOYHMCJIEHHBIX KOMHUI, OMUCAHNe KOTOPBIX PA3INIaeTCs MO HAIHU-
CAHWIO, HO UMeeT OJIMHAKOBBIN CMbIC. B ompeesieHHbIil MOMEHT MpOo-
JIABIIbl HAYUHAIOT IIMCATh COOCTBEHHBIX POOOTOB, KOTOPbIE Pa3Meria-
10T JAyOJIMKATHI WJIA 3AMPEIIEHHbIE TOBAPbL ABTOMATUYECKH, UCIIOJIb-
3ysl TEXHUKU MODP(MUHIa TEKCTOB U IOAKII0Yas PA3JIUIHbIE KPAY/ICOD-
CHHTOBBIE TIATGOPMBI It 00X0/1a JT000# Kaman. IlpocmarpuBarh
BECh CO3/IaBAEMBbIil KOHTEHT C IMTOMOMILIO HaPAIIBAHUS KOMAHIBI MO-
JIepaTOPOB CTAHOBUTCS HEPEAJMCTUYHBIM, U TPEOYIOTCHA HPUHIIUIIN-
aJIbHO HOBbIE IIO/IXO/IbL JJid Pelienus 31oi 3a1a4du. Paccmarpusaercsa
KOMILJIEKCHBII 110/1X0/, OCHOBAHHBII HA METO/JaX MAIIMHHOI'O ODyue-
HUsA, B KOTOPOM AJITOPUTMBbI ITOCJIEIOBATEILHO 00ydaioTcs Ha J1eii-
CTBUSX IKCIIEPTOB, & TAKKe MPAKTHIECKUI TI0/IXO0/T K BHEJIPEHUTO STHX
aJaropuTMOB. V3HA9aIbHO peNTeHns aJrOPUTMOB BBIIAIOTCS JIIOIAM
B BH/IE PEKOMEH/IAIUI C HEKOTOPOIi CTeIIeHbI0 YBEPEHHOCTH, YTO 03~
BOJISIET OLEHUTH MX KAYECTBO M IHOJYYUTh OOPATHYIO CBs3b. 3aTEM,
IO Mepe MOATBEPIKICHNS KOPPEKTHOCTH, PEIEHNs aJTOPUTMOB, B KO-
TOPBIX OHU JOCTATOYHO CUIHHO YBEPEHBI, HAUMHAIOT UCTIOTHATHCS aB-
TOMaTU4IecKu 0e3 ydactus jrogei. TakuM o0pa3oM MpOUCXOIUT MPO-
uece asosonuu Beeit cucrempl [1].

[1] I'ys HU.C., Jlexcun B. A., Tpogpumos M.H., Dencmep A. M. dpomo-
WS TTIOXO/I0B K MOJEPAINY KOHTEHTA, /TSl CaliTa 00bABJICHUIN: OT PEKO-
mengaumii 10 asromarusanun // CrowdML — ICML’15 Workshop on
Crowdsourcing and Machine Learning, 2015. crowdml.cc/icml12015/
papers/CrowdML-Paper5. pdf.
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As online classified advertising platforms become more and more pop-

ular, it becomes harder to ensure quality of the available content. The

more buyers they attract, the more attractive site becomes also for
swindlers to upload prohibited content and for sellers who are tying
to promote their ads by creating multiple copies of each ad. Those

duplicate ads have different descriptions and might have different im-

ages but their meaning is the same. At certain time, sellers start to

create automated tools for massive uploading and generation of ad
duplicates. Text morphing algorithms are used to change visual ad
description and anticapcha crowdsourcing platforms are used to by-
pass any captcha. Validating all that inflow by scaling moderation
team is becoming unrealistic and new approaches are required to
address this challenge. Here, complex approach is proposed that is
based on machine learning methods. In this approach, the algorithms
are trained on actions of humans. At the beginning, the algorithms
only provide certain recommendations with corresponding confidence
levels which allows to estimate and get feedback on their accuracy.

When their predictive accuracy becomes verified, the algorithms are

allowed to start taking actions on their own in situations when their

confidence is high. At the end, human moderation focuses only on the
most complex verification cases while the majority of general cases
are moderated automatically. This is how this human computation

system evolves over time [1].

[1] Gugz, i., Leksin V., Trofimov M., and Fenster A. 2015. Evolution of
content moderation approaches for online classifieds: From action rec-
ommendations to automation. CrowdML — ICML’15 Workshop on
Crowdsourcing and Machine Learning. crowdml.cc/icm12015/papers/
CrowdML-Paper5.pdf.
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Paccmorpenbr 0COOEHHOCTH peam3aluu U MPAKTUIeCKOrO IIPH-
MEHEHHSI METOJIOB U AJITOPUTMOB CTPYKTYPHO-KIACCH(PUKAITTOHHOTO
AHAIM3a JTAHHBIX IPU AHAJIU3€ W CHHTE3e CIab0 (pOpMaTU30BAHHBIX
CUCTEeM YTPABJIEHUS, B TOM YHCTE PACCMOTPEHBI METOJbI: CTPYKTY-
pu3alyu napamerposn; Kiaccudukanuu (Kiacrepusaiun) 00beKTOB;
JMHAMAYECKOTO CTPYKTYPHO-KJIACCH(DUKAIMOHHOIO AHAIN3A BPEMEH-
HBIX PsJIOB; KyCOYIHOH AIIPOKCUMAIUN CJIOXKHBIX, HEJTUHEHHDIX JIH-
HAMUYECKMX MOJEJell MCC/IelyeMoro OObeKTa. T OCOOEHHOCTH KC-
[TOJIb30BAJIUCEH [IPHU CO3/IAHUU IIPOrPAMMHO-AJTOPUTMHUIECKOrO KOM-
wiekca (ITAK) ¢ unrennekryaabubivm uaTepdeiicoM, OpUEHTUPOBAH-
HOTO Ha Tosib30Baresa-mpeamerauka [1]. [Ipn paspaborke 5T0ro KoM-
IJIEKCa, 0c000e BHUMAHUE YIAECSAI0Ch 3a/1a9aM, B KOTOPBIX HCCJIEIy-
eMble 0OBEKTBI UMEIOT IBHO BBIPAKEHHYIO TEPPUTOPHAIBHYIO CTPYK-
Typy. Pazpaborannbiit [IAK ucro/ib30Baics 1py pelesny mupoKoro
KJTacca MPUKJIAIHBIX 33729, B TOM YUCTIE TPU UCCIEIOBAHNN Me KO-
OMOJIOTMIECKUX, COIUAIBHO-IKOHOMUYIECKUX W (DUHAHCOBBIX CHCTEM,
B 3aJa4ax yIpaBJIeHUs] perHOHAIbHBIM 3/IDABOOXPAHEHUEM W OTAEIb-
HBIMHU MEIUIUHCKAME yIPEK/ICHUAMI, PErHOHAJIBHBIMU ACCAZKUAP-
CKHMH aBTOIEPEBO3KAMU U JIP.

Pabora BbImOIHEHA TPU YACTAYHON (DUHAHCOBOIN MOMIIEPIKKE
PO®U, rpantsr NeNe 15-07-06713, 14-07-00463, 13-07-00992 u 13-07-
12201.

[1] Kuceaesa H. E., Jopogerr A. A., Jopogerwx FO. A., Ilokposcran U. B.

HporpaMMHO-aﬂFOpI/ITMI/I‘{eCKI/Iﬁ KOMILJIEKC MHTEJ/IJIEKTYAJIbHOI'O aHaJIU-

3a caabo dbopMann3oBaHHbIX JaHHBIX // Jardauku u cucremsr, 2014.
Ne6. C.48-53.
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The paper discusses the features of the structural classification data
analysis methods and algorithms implementation and practical ap-
plication for the analysis and synthesis of weakly formalized man-
agement systems including the methods: of structuring parameters;
of the objects classification (clustering); of the time series dynamic
structural classification analysis; and of the complex nonlinear dy-
namic object models piecewise approximation. These features were
used to create software-algorithmic complex (SAC) with smart inter-
face, user-centered of a subject [1]. In developing this complex, spe-
cial attention was paid to problems in which the studied objects have
a pronounced territorial structure. Developed SAC was used to solve
a wide class of applied problems, including the study of biomedical,
social, economic and financial systems, in the management problems
of the regional health-care systems and specific medical institutions,
regional passenger transport, etc.

The research is performed under partial financial support of the
Russian Foundation for Basic Research, grants: 15-07-06713, 14-07-
00463, 13-07-00992, and 13-07-12201.

[1] Kiseleva, N., Dorofeyuk A., Dorofeyuk Y., and Pokrovskaya 1. 2014.

Software-algorithmic complex for mining weakly formalized data. Sen-
sors Syst. 6:48-53.
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Pa3Buriie u COBEPIIEHCTBOBAHUE 3JIEKTPOIHEPIETHICCKUX CHC-
rem (99C) u uHOsB/IEHME AJNLTEPHATUBHBIX UCTOYHMKOB YHEPIUH,
B LIEPBYIO O4epeib BerposHepreruydeckux ycranoBok (BOY) u cou-
HEYHBIX CTAHIWH, CYIIIECTBEHHO YCIOKHSIOT 33/1a9y MOHUTOPUHTA, CO-
CTOSIHUST YHEPTOCUCTEM JIJTsl IPEIYPEeYK ICHUs aBaPUIHBIX CUTYAITHI.
[TosiBenne nudpoBoro 00OPYIOBAHUS JAET BO3MOXKHOCTH B DPEAThb-
HOM BPEMEHH II0JIy4YaTh TEKyIUe 3HAYCHUs [apaMeTPOB SHEPIrOCH-
cTeM, OJIHAKO 0OPabOTKA TAKNX 0ObEMOB JIAHHBIX KpaiiHe TPy/I0eMKa.
B cBs3u ¢ 9ruM BO3HUKAET HEOOXOJAMMOCTD B IIPUMEHEHUN COBPEMEH-
HBIX METOJIOB aHAJIM3a JAHHBIX.

B nmannoit pabore paccMaTpUBAIOTCS BOMPOCHI MPUMEHEHUs MO-
Jiesiefl, OCHOBAHHBIX HA CJIydallHbIX JecaX /g orbopa NpU3HAKOB
u upejckazanus cocroguuit 9C jyist pereHus 3a/1a9u MOHUTOPUHTA,
TEKYIIEro PeKUMA.

Tax:ke B pabore mpeiaraercsd HOBBIM IOIXO, MCIOJIb3YIONINi
CTATUYECKUE U JIMHAMUYECKHUE MOJE]N HA OCHOBE CJIydYailHBIX JIECOB
JITSl PEIeHus JIBYX MPAKTHIECKUX 3a/a9 — MpeICKa3aHne MOPhIBOB
Berpa B 99C, cogepxainux BOY, u pacnosnaBanue npeiaBapuitHbix
cocrosiauit B 99C. IIpuBojgrcs pe3yabrarbl TECTUPOBAHMS OJTY Y€H-
HBIX MOJeJIeil Ha MOJEIbHBIX W peasbHbIX JaHHBIX [1].

Pabora moamep:kama rpanTom PH® Ne 14-19-00054.

[1] Tomin N., Zhukov A., Sidorov D., Kurbatsky V., Panasetsky D.,

Spiryaev V. Random forest based model for preventing large-scale

emergencies in power systems // Int. J. Artificial Intelligence, 2015.
Vol. 13. No. 1. P. 211-228.
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In recent years, rapid growth of power systems and wide development
of renewable energy sources make the problem of power system state
monitoring especially relevant. Introduction of new digital equipment
allows to obtain many power system parameters in real time. How-
ever, processing of such amount of data is difficult and requires intel-
lectual approach to data analysis.

This paper deals with the application of models based on random
forests for feature selection, prediction, and classification problems
in the multidimensional time series to detect alarm states in electric
power systems.

Also, the authors propose a new approach using static and dy-
namic models based on random forests to solve two practical prob-
lems — the prediction of wind ramps in wind power system and
detection of preemergency states in electric power systems. The pro-
posed models were tested on artificial and real datasets [1].

This research is funded by the Russian Science Foundation, grant
14-19-00054.

[1] Tomin, N., Zhukov A., Sidorov D., Kurbatsky V., Panasetsky D., and
Spiryaev V. 2015. Random forest based model for preventing large-scale
emergencies in power systems. Int. J. Artificial Intelligence 13(1):211-
228.
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UccnenoBanus, MOCBAIIEHHBIE PACITO3HABAHUIO PEYH, JIUIA, TTIOJIO-
JKEHUS Y€JI0BEKA B OKPY2KAIOIIeM [IPOCTPAHCTBE, BeayTcs yzKe Dosiee
mojiyBeKa. MHOroMOZa/IbHBIE METO/IbI PACIO3HABAHUA Pedn oOpada-
TBHIBAIOT JTAHHBIE, TOJYIEHHBbIE U3 ABYX U OOJiee KaHAJOB BBOJA WH-
dopmanyy, HaTpuMep, Kak pedb U IBUKEHUA I'y0.

Co3nannasg aBTOpaMHU CHCTEMa, PACCMATPUBAET JBYXMOIAIbHBIN
(peub u rybbr) Meros paciio3uasanus. I1o nepsomy Kanasly nocryunaer
peueBoil curuas or MUKPOQOHA, & U3 BTOPOI'O KAHAJIA [IOCTYIAET CUL-
HaJ ot Buaeo kamepnl Kinect, onmuceiBatomnuii apmkenue ryd. Pazpa-
OoTaHHAs MHOTOMO/Ia/IbHAS CUCTEMA, TOJTy 9asi HH(MOPMAIINIO U3 IBYX
KaHAJIOB, COBMECTHO 00pabaThIBas NX, MO3BOJIAET D0OJIee KATeCTBEHHO
pacuno3nasarb pedb. B pesysibrare yCTaHOBJIEHO, YTO KA4eCTBO Pac-
[I03HABAHUSA PEYM HA OCHOBE JIBYXMOJAJILHOI'O IOJIXOJA BbIIIE, YeM
KA4eCTBO, II0JIyYEeHHOE OT OT/E/IbHO B3dATON pedd, ydIUTbIBAIONIEeHCs
B cucreMax [1].

B nammoit pabore ucciemyercs MeTo 1 1By XMO/IAIbHOTO PACIO3HA~
BaHUs Pedr, OCHOBAHHBIN HA AHAJN3E PEYEBOTO CHTHAJA W U300pa-
Kenus Juna ropopamiero. I1o pesysbraraMm TeopermyecKux OIEHOK
U IPOBEJIEHHBIX IKCIEPUMEHTOB YCTAHOBJIEHO, YTO KA4eCTBO PACIO-
3HABAHWSA PN B KOMOWHAIMHU C MEHEE TOYHBIM METOIOM PACIO3HABA~
HUs, TAKAM KaK PACIIO3HABAHUE IO W300PAKEHUIO JIUIQ TOBOPSAIIETO,
MTOBBIIIAETCS.

[1] Kalimoldayev M.N., Mamyrbayev O.J., Mussabayev R.R.,

Orazbekov J. N. Segmentation and speech signal processing algorithm

using the average frequency level crossing // Prob. Inform., 2014.
Vol. 1. No.22. P. 73-82.

Maremarudeckue MeToasl pacno3HaBanus obpasos, r. CBersioropck, 2015 r.
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For more than half a century, the researches on recognition of speech,
face, and human position in the surrounding area have been con-
ducted. Multimodal methods of speech recognition process data ob-
tained from two or more input channels, for instance, voice and lip
movement.

The developed system studies bimodal (speech and lip) recogni-
tion method. Speech signal from the microphone comes through the
first channel and the second channel provides signal received from the
video camera Kinect, which describes the movement of the lips. This
multimodal system provides higher quality of speech recognition by
receiving information from two channels and processing it together.
As a result, it was found that the quality of speech recognition based
on the bimodal approach is higher than the one obtained from a single
speech, shown in systems [1].

The method of bimodal speech recognition, which is based on
the analysis of the speech signal and facial image of the speaker,
is investigated. Recognition by the speech signal has relatively high,
but insufficient level of recognition accuracy. The results of theoretical
estimates and experiments revealed that speech recognition combined
with a less accurate method of recognition, like the facial recognition,
can improve the accuracy of the speech recognition.

[1] Kalimoldayev, M.N., Mamyrbayev O.J., Mussabayev R.R., and

Orazbekov J.N. 2014. Segmentation and speech signal processing al-

gorithm using the average frequency level crossing. Prob. Inform.
1(22):73-82.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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PaccmarpuBaercs 3a1a4a BEIGUCICHNS IJIOTHOCTH TPAHCIIOPTHBIX
ITOTOKOB C HUCIO/JIb30BAHUEM JTAHHBIX W3 PA3HOPOIHBIX MCTOYHUKOB:
tpaucnoprabie gerekTopbl 1 GPS-tpekepsr. Ctponrcst mmuTamunoH-
Has MO/IEJIb, [TO3BOJILAIONIAS U3YIUTh CIOCOOBL U OIPE/EIUTh I'PAHU-
bl JAHHBIX U KAYeCTBA JAHHBIX, HEOOXOAUMBIX /I BOCCTAHOBJIEHUSA
XapaKTEPUCTHK TPAHCIIOPTHOIO MTOTOKA, U IPEJJIAraeTcs CXeMa KC-
MEPUMEHTA BO3MOXKHOCTH KOMILJIEKCHPOBAHUS JTaHHBIX. KiroueByio
POJIb UI'PAIOT MOJEJI BOCCTAHOBJIEHNUSI IIJIOTHOCTH TPAHCIIOPTHOT'O I10-
TOKa 110 ero ckopoctu: mojesn Tanaka, I'purmmmuiaca u ['pundepra.

Ha ocnose BbI4uC/IMTE/IBHBIX IKCIEPUMEHTOB [IOJIY Y€Hbl [DAHUIIBL
JIOJIM TPAHCIOPTHBIX CPEJCTB M TOYHOCTH OIPE/IEICHUS MECTOIOJIO-
JKeHUs JIJIsT OlIPe/Ie/IeHnsl TapaMeTPOB TPAHCIOPTHOIO oToKa. Kawe-
CTBO OIIpPEJIeJIEHHUS] TIJIOTHOCTH TPAHCIIOPTHOI'O ITOTOKA MPAKTHIECKH
HE U3MEHAeTCd IIPU J0J1e aBToMOo0mIIIel ¢ obopyaopanueM 0ombuie 7%.
[Tpu rounocru GPS npubopos 10 100 M orHOCHTEIbHAS OLIMOKA BbI-
YHCJIEHUs IIOTHOCTU MOTOKA yMeHbmaercsa ua 2% [1].

Pabora mognepxana rpaarom PODU Ne14-07-00685.

[1] Hempos I'. E., Yexosuy FO. B. Unenrnduranus IMATAMOHHBIX MOJE-
JIefl TPAHCIIOPTHBIX IIOTOKOB C IIOMOIILIO PA3HOPOHBIX HCTOYHUKOB
npenenenTHoit uudopMarpu // MamuaHnoe obydeHne U aHAIU3 JaH-
meix, 2015, Nell. C. 1539-1544. jmlda.org/papers/doc/2015/noll/
Petrov2015Identification.pdf.
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In the last few years, automobilization has grown rapidly. One of
the most important problems is to collect information about traffic
flows. Unfortunately, there do not exist absolutely full and reliable
sources of this information. There are some approaches such as using
traffic detectors, GPS technology, photocapture and video recording
but they all have disadvantages. For example, traffic detectors de-
termine traffic flow parameters in a limited part of road networks,
GPS technology has low spatial accuracy and penetration rate, and
photocapture and video recording depend on daylight and weather
conditions.

In this paper, traffic flow simulation is used to understand bounds
of data quality and data size needed to determine traffic flow parame-
ters such as density and method of conducting the experiment. Single
lane encircling highway is considered with installed traffic detectors
and running vehicles. Many experiments are carried out with different
values of GPS penetration rate and spatial accuracy. Traffic flow den-
sity is computed from vehicle speed by using Tanaka’s, Greenshield’s,
and Greenberg’s models.

According to experimental results, there is a clear bound of 7%
of vehicles carrying the traffic monitoring equipment when the qual-
ity of determining traffic flow parameters such as density cannot be
improved significantly with more penetration rate. In addition, GPS
samples spatial accuracy of 100 m leads to 2 percent measurements
relative error [1].

This research is funded by the Russian Foundation for Basic Re-
search, grant 14-07-00685.

[1] Petrov, G., and Chehovich Y. 2015. Identification of traffic flow
simulation using dissimilar information sources J. Mach. Learn.

Data Anal. 1(11):1539-1554. jmlda.org/papers/doc/2015/no11/
Petrov2015Identification.pdf.

Mathematical Methods for Pattern Recognition, Svetlogorsk, 2015
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